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Abstract. In this paper we present an application of a class of quasi-nonexpansive operators to

iterative methods for solving the following variational inequality problem VIP(F,C): Find ū ∈ C
such that 〈F ū, z−ū〉 ≥ 0 for all z ∈ C, where C is a closed and convex subset of a Hilbert spaceH and
F : H → H is strongly monotone and Lipschitz continuous. A classical method for VIP(F,C) is the

gradient projection (GP) method xk+1 = PC(xk − µFxk) which generates sequences converging to

the unique solution of VIP(F,C) if µ > 0 is sufficiently small. Unfortunately, in many optimization
problems the GP method cannot be applied, because it requires an explicit computation of PCu

k

in each iteration, where uk = xk − µFxk. To overcome this disadvantage of the GP method, one

can replace the operator PC employed in the k-th iteration of the method by a quasi-nonexpansive
operator Tk and a constant µ by λk ≥ 0, k ≥ 0, satisfying

⋂∞
k=0 FixTk ⊇ FixT and limk λk = 0.

The new method can be presented equivalently as a so called general hybrid steepest descent (GHSD)
method in the form uk+1 = Tku

k − λkFTkuk. One should, however, suppose something more on

the operators Tk in order to guarantee the convergence of uk to the solution of VIP(F,C). In this

paper we introduce a class of approximately shrinking operators, prove the closedness of this class
with respect to compositions and convex combinations and apply the operators from this class to a

general hybrid steepest descent method for solving VIP(F,C). We give sufficient conditions for the

convergence of the GHSD method as well as present several examples of methods which satisfy these
conditions. In particular, we apply the results in the case, when C =

⋂m
i=1 FixUi and Ui : H → H

are quasi-nonexpansive operators having a common fixed point, i = 1, 2, ...,m.
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1. Introduction

Let H be a real Hilbert space equipped with an inner product 〈·, ·〉 and with the
corresponding norm ‖·‖. In this paper we consider the following variational inequality
problem (VIP): Given a nonlinear operator F : H → H and a closed convex subset
C ⊆ H, find ū ∈ C such that

〈Fū, z − ū〉 ≥ 0 for all z ∈ C. (1.1)
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This problem, denoted by VIP(F,C), is a fundamental problem in optimization the-
ory, because many optimization problems can be translated into VIPs. The VIP
problem was intensively studied in the last decades; see, e.g., the two-volume book by
Facchinei and Pang [22], the book of Kinderlehrer and Stampacchia [29] and papers
by Yamada [38], Yamada and Ogura [39] and Hirstoaga [28]. In the whole paper
we suppose that F is Lipschitz continuous and strongly monotone which guarantees
the existence and the uniqueness of a solution of VIP(F,C) (see, e.g., [40, Theorem
46.C]). The standard method for VIP(F,C) is the gradient projection (GP) method

xk+1 = PC(xk − µFxk), (1.2)

where PC : H → H denotes the metric projection onto C (see [25]). If µ is sufficiently
small, then the operator PC(Id−µF ) is a contraction, consequently, the Banach fixed
point theorem yields the convergence of sequences generated by the GP method to
the unique solution of VIP(F,C). Denoting uk = xk − µFxk one can present the
method in an equivalent form

uk+1 = PCu
k − µFPCuk. (1.3)

The method can be efficiently applied if the metric projection PCu
k can be easily

computed. Otherwise, the method can be essentially affected, because PCu
k should

be computed in each iteration. Some researchers overcome this obstacle by replacing
the metric projection PC by a nonexpansive or a quasi-nonexpansive operator T with
FixT = C and the constant µ > 0 by a sequence λk with limk λk = 0 (see, e.g.,
[27, 36, 38, 39]). This leads to the method

uk+1 = Tuk − λkFTuk (1.4)

called by Yamada a hybrid steepest descent method (see [38]). Other researchers
apply different nonexpansive or quasi-nonexpansive operators Tk with FixTk ⊇ C in
particular iterations (see [1, 10, 28, 30]). This leads to the method

uk+1 = Tku
k − λkFTkuk (1.5)

called in [10] the generalized hybrid descent method.
In this paper we study generalized hybrid descent method (1.5) for solving

VIP(F,C), where Tk are quasi-nonexpansive operators satisfying
⋂∞
k=0 FixTk ⊇ C.

Roughly spoken, we suppose that the method generates sequences for whose the dis-
placement ‖Tkuk − uk‖ cannot be too small for those uk which are far from C (see
also [39] and [28] for related assumptions). The paper is organized as follows. Section
2 contains preliminaries on nonexpansive, firmly nonexpansive, quasi-nonexpansive
as well as demi-closed operators. The properties recalled in Section 2 will be applied
in the rest part of the paper. In Sections 3 and 4 we introduce the notion of approx-
imately shrinking (AS) operators, present some basic examples of these operators
and give properties of AS operators, in particular, we prove that the family of AS
operators is closed under composition and convex combination. These properties are
applied in Section 5, where we extend the notion and the properties of AS opera-
tors to the uniformly approximately shrinking (UAS) families of operators. Section
6 contains one of the main results of the paper (Theorem 6.3), where we show that
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an application of UAS operators in (1.5), satisfying some additional conditions guar-
antees the convergence of {uk}∞k=0 to a unique solution of VIP(F,C). In Section 7
we present several examples of GHSD method for VIP(F,C) with C =

⋂m
i=1 FixUi,

where Ui : H → H are quasi-nonexpansive operators having a common fixed point.
We apply the results of Sections 3–6 in order to prove that the sequences generated
by particular methods converge to a unique solution of VIP(F,C). The methods are
combined with a a string-averaging scheme which is presented in Section 7. More-
over, we present an independent convergence result (Theorem 7.6) dedicated to this
specific scheme. In the Appendix we prove the equivalence of some conditions for real
valued functions (Lemma 8.1). This result is used in the proof of the equivalence of
various definitions of approximately shrinking operators as well as in the proof of the
equivalence of various definitions of boundedly regular operators.

2. Preliminaries

2.1. Nonexpansive and firmly nonexpansive operators. We say that U is η-
strongly monotone, where η > 0, if 〈Ux − Uy, x − y〉 ≥ η‖x − y‖2 for all x, y ∈ H.
We say that U is κ-Lipschitz continuous, where κ ≥ 0, if ‖Ux − Uy‖ ≤ κ‖x − y‖
for all x, y ∈ H. If κ = 1, then U is called a nonexpansive (NE) operator. If
κ < 1 then we say that U is a contraction. An example of a nonexpansive and
monotone operator is a firmly nonexpansive (FNE) one, i.e., an operator U satisfying
〈Ux−Uy, x−y〉 ≥ ‖Ux−Uy‖2 for all x, y ∈ H (apply the Cauchy–Schwarz inequality).
A relaxation Uα := Id +α(U − Id) of an FNE operator, where α ∈ [0, 2], is called an
α-relaxed firmly nonexpansive (α-RFNE or RFNE) operator. If α ∈ (0, 2) then the
relaxation Uα of an FNE operator is called a strictly relaxed firmly nonexpansive
operator. Furthermore, U is FNE if and only if S := 2U − Id is NE (see [23, Chapter
12]). Equivalently, an operator S : H → H is NE if and only if U := 1

2 (S + Id) is
FNE.

Proposition 2.1. Let Ui : H → H be (strictly) relaxed firmly nonexpansive, i ∈ I :=
{1, 2, . . . ,m}. Then

(i) a composition U := Um . . . U1 and
(ii) a convex combination U :=

∑
∈I ωiUi, where ωi ≥ 0, i ∈ I and

∑
∈I ωi = 1

are (strictly) relaxed firmly nonexpansive.

Proof. See [33, Theorem 3(b)], [5, Lemma 2.2 and Proposition 2.1] or [7, Theorems
2.2.35, 2.2.42]. �

Let C ⊆ H and x ∈ H. If there is y ∈ C such that ‖y − x‖ ≤ ‖z − x‖ for all z ∈ C
then y is called a metric projection of x onto C and is denoted by PCx. Let C be
nonempty, closed and convex. Then for any x ∈ H the metric projection y := PCx
is uniquely defined and characterized by the following inequality 〈z − y, x − y〉 ≤ 0
(see, e.g., [20, Theorems 3.4(2) and 4.1]). A function d(·, C) : H → R defined by
d(x,C) := ‖PCx − x‖ is continuous and convex, consequently, it is weakly lower
semi-continuous (see [21, Chapter I, Corollary 2.2]).
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2.2. Quasi-nonexpansive operators. Let U : H → H be an operator having a
fixed point. We say that U is quasi-nonexpansive (QNE) if ‖Ux− z‖ ≤ ‖x− z‖ for all
x ∈ H and all z ∈ FixU . We say that U is γ-strongly quasi-nonexpansive (γ-SQNE),
where γ ≥ 0, if

‖Ux− z‖2 ≤ ‖x− z‖2 − γ‖Ux− x‖2

for all x ∈ H and all z ∈ FixU . If γ1 < γ2 and U is γ2-SQNE then it is γ1-SQNE. If
γ > 0 then U is called strongly quasi-nonexpansive (SQNE). We say that U is a cutter
if 〈z−Ux, x−Ux〉 ≤ 0 for all x ∈ H and all z ∈ FixU . A NE operator having a fixed
point is QNE. The fixed point set of a QNE operator is closed and convex (see [4,
Proposition 2.6(ii)]). U is a cutter if and only if its α-relaxation is 2−α

α -SQNE, where
α ∈ (0, 2] (see [19, Proposition 2.3(ii)] and [7, Theorem 2.1.39]). In particular, U is a
cutter if and only if U is 1-SQNE. Furthermore, U is QNE if and only if 1

2 (U + Id) is
a cutter (see [4, Proposition 2.3(v)⇔(vi)] or [7, Corollary 2.1.33(ii)])

A FNE operator having a fixed point is a cutter (see [24, pp. 43-44] or [7, Theorem
2.2.5]).

Proposition 2.2. Let Ui : H → H be ρi-strongly quasi-nonexpansive, i ∈ I :=
{1, 2, . . . ,m}, with

⋂
i∈I FixUi 6= ∅ and ρ := mini∈I ρi > 0. Then:

(i) a composition U := Um . . . U1 is ρ
m - strongly quasi-nonexpansive;

(ii) a convex combination U :=
∑
∈I ωiUi, where ωi > 0, i ∈ I and

∑
∈I ωi = 1,

is ρ-strongly quasi-nonexpansive.

Moreover, in both cases,

FixU =
⋂
i∈I

FixUi.

Proof. See [7, Theorems 2.1.26, 2.1.42, 2.1.48 and 2.1.50] �

A comprehensive review of the properties of NE, QNE, SQNE and FNE operators
can be found in [7, Chapter 2].

2.3. Demi-closed operators. We say that an operator U : H → H is demi-closed
at 0 if for any sequence {xk}∞k=0 ⊆ H converging weakly to y ∈ H and such that
Uxk → 0 it holds Uy = 0. If we replace the weak convergence by the strong one then
we obtain the definition of the closedness of U at 0. If U is nonexpansive then U − Id
is demi-closed at 0 (see [34, Lemma 2]). It is clear that in a finite dimensional Hilbert
space the notions of a demi-closed operator and a closed one coincide. Note that a
continuous operator defined on a finite dimensional Hilbert space is closed.

3. Approximately shrinking operators and basic examples

In this Section we introduce some subclasses of quasi-nonexpansive operators U :
H → H with the property that the displacement ‖Ux − x‖ cannot be too small for
those x which are far from FixU . This property is important for the convergence
analysis of methods for solving variational inequality problem over FixU . These
convergence analysis will be presented in Sections 6 and 7.
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Definition 3.1. We say that a quasi-nonexpansive operator U : H → H is ap-
proximately shrinking (AS) on a subset D ⊆ H if for any sequence {xk}∞k=0 ⊆ D it
holds

lim
k
‖Uxk − xk‖ = 0 =⇒ lim

k
d(xk,FixU) = 0. (3.1)

We say that U is approximately shrinking if U is AS on any bounded subset D ⊆ H.
If U is AS then we say that the AS property holds for U .

Proposition 3.2. Let U : H → H be quasi-nonexpansive. Then the following condi-
tions are equivalent:

(i) U is approximately shrinking.
(ii) For any bounded sequence {xk}∞k=0 ⊆ H and for any η > 0 there are γ > 0

and k0 ≥ 0 such that for all k ≥ k0 it holds

‖Uxk − xk‖ < γ =⇒ d(xk,FixU) < η. (3.2)

(iii) For any bounded subset S ⊆ H and for any η > 0 there is γ > 0 such that for
any x ∈ S it holds

‖Ux− x‖ < γ =⇒ d(x,FixU) < η. (3.3)

Proof. The proposition follows from Lemma 8.1 (see Appendix) with f, g : H → [0,∞)
defined as

f(x) := ‖x− Ux‖, g(x) := d(x,FixU).

�

Definition 3.3. We say that a quasi-nonexpansive operator U : H → H is linearly
shrinking (LS) if there is δ > 0 such that for any x ∈ H it holds

‖Ux− x‖ ≥ δd(x,FixU). (3.4)

It is clear that if U is linearly shrinking then it is approximately shrinking.
Conditions which play a similar role to (3.1) or (3.4) appear in many applications

(see [3, 6, 8, 26, 28, 31, 32, 34, 35, 39]).

Proposition 3.4. Let U : H → H be quasi-nonexpansive. If U is AS (LS) then its
relaxation Uα is AS (LS) for all α ∈ [0, 1]. If, furthermore, U is a cutter then its
relaxation Uα is AS (LS) for all α ∈ [0, 2].

Proof. Let U be AS (LS). If α = 0 then Uα = Id and the claim is obvious. We have
Uαx− x = α (Ux− x) for all x ∈ H and all α ∈ R, therefore, FixUα = FixU for any
α > 0. If α ∈ (0, 1] then the convexity of the norm and the quasi nonexpansivity of
U yield

‖Uαx− z‖ = ‖(1− α)(x− z) + α(Ux− z)‖ ≤ (1− α)‖x− z‖+ α‖Ux− z‖
≤ ‖x− z‖

for all x ∈ H and z ∈ FixUα, i.e., Uα is quasi-nonexpansive. If U is a cutter and α ∈
(0, 2], then Uα is quasi-nonexpansive. In both cases we have ‖Uαx−x‖ = α‖Ux−x‖,
consequently, Uα is AS (LS). �



404 ANDRZEJ CEGIELSKI AND RAFA L ZALAS

Example 3.5. Let C ⊆ H be a nonempty, closed and convex subset. By the
characterization of the metric projection, PC is a cutter. Furthermore,

FixPC = C.

Since a cutter is QNE and ‖PCx− x‖ = d(x,C), PC is linearly shrinking. By Propo-
sition 3.4, an α-relaxation of PC , where α ∈ (0, 2], is linearly shrinking.

Example 3.6. Let dimH < ∞, f : H → R be a convex function and Pf : H → H
be a subgradient projection relative to f i.e.,

Pf (x) :=

{
x− f(x)+

‖gf (x)‖2 gf (x) if gf (x) 6= 0,

x otherwise,

where gf (x) denotes a subgradient of f at x ∈ H. The existence of gf (x) and,
consequently, of Pf (x) follows from [3, Corollary 7.9]. Suppose that the sublevel set

S(f, 0) := {x ∈| f(x) ≤ 0} 6= ∅.
Then FixPf = S(f, 0) (see [7, Lemma 4.2.5]) and Pf is a a cutter (see [7, Corollary
4.2.6]). By [10, Lemma 24], Pf is approximately shrinking. By Proposition 3.4, an
α-relaxation of Pf , where α ∈ (0, 2], is approximately shrinking.

Example 3.7. Let C ⊆ H be a nonempty, closed and convex subset and δ ∈ (0, 1].
Define set valued mappings TC ,UC , Cδ : H → 2H by

TC(x) := {y ∈ H | ‖y − z‖ ≤ ‖x− z‖ for all z ∈ C},

UC(x) := {y ∈ H | 〈x− y, z − y〉 ≤ 0 for all z ∈ C}
and

Cδ(x) := {y ∈ H | ‖y − x‖ ≥ δ‖PCx− x‖}.
Further, define set valued mappings T δC ,UδC : H → 2H by

T δC (x) := TC(x) ∩ Cδ(x) and UδC(x) := UC(x) ∩ Cδ(x), x ∈ H.
It follows from the characterization of the metric projection that

PC(x) ∈ UδC(x), x ∈ H.
Furthermore, UδC(x) ⊆ T δC (x), x ∈ H, because a cutter is a quasi-nonexpansive op-
erator. Therefore, T δC (x) 6= ∅, x ∈ H. Note that an operator T with FixT = C is
quasi-nonexpansive (a cutter) if and only if T is a selection of TC (of UC). Therefore,
it follows from [7, Corollary 2.1.33(ii)] that

UC(x) =
1

2
(TC(x) + x), x ∈ H.

By definition, any selection T : H → H of T δC is linearly shrinking. In particular, any
selection U : H → H of UδC is linearly shrinking. In Figure 1 there are presented the
subsets T δC (x),UδC(x) for a closed convex subset C ⊆ H and for some x ∈ H.
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Note that there are quasi-nonexpansive operators which are not approximately
shrinking, e.g., the operator U : H → H defined by

Ux :=

{
PDx if x /∈ D
PCx if x ∈ D,

where C := {x ∈ H | ‖x‖ ≤ 1}, D := {x ∈ H | ‖x‖ ≤ 2}.

4. Properties of approximately shrinking operators

In this section we present further properties of approximately shrinking operators.

Proposition 4.1. Let U : H → H, with FixU 6= ∅, be quasi-nonexpansive. Then the
following hold:

(i) If U is approximately shrinking, then U − Id is demi-closed at 0.
(ii) If dimH <∞ and U−Id is closed at zero, then U is approximately shrinking.

Proof. (i) Let U be AS and {xk}∞k=0 ⊆ H be bounded. Assume that xk ⇀ x and
‖Uxk − xk‖ → 0. Let {xnk}∞k=0 ⊆ {xk}∞k=0 be such that lim infk→∞ d(xk,FixU) =
limk→∞ d(xnk ,FixU). Then, by the AS property of U and by the weak lower semi
continuity of d(·,FixU), we have

0 = lim
k→∞

d(xnk ,FixU) = lim inf
k→∞

d(xk,FixU) ≥ d(x,FixU).

The closedness of FixU (see Subsection 2.2) yields now x ∈ FixU which proves
the demi closedness of U .

(ii) Assume that dimH < ∞ and U − Id is closed at 0. Let {xk}∞k=0 ⊆ H be
bounded. Hence, there is a subsequence {xnk}∞k=0 of {xk}∞k=0, which converges to
x ∈ H. Without loss of generality we can assume that lim supk→∞ d(xk,FixU) =
limk→∞ d(xnk ,FixU). Suppose that ‖Uxk − xk‖ → 0. The continuity of d(·,FixU)
implies that

0 ≤ lim sup
k→∞

d(xk,FixU) = lim
k→∞

d(xnk ,FixU) = d(x,FixU).

By the closedness of U−Id at 0 we get that x ∈ FixU , i.e., d(x,FixU) = 0. Therefore,
limk→∞ d(xk,FixU) = 0, which completes the proof. �
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Because a continuous operator is closed, Proposition 4.1 yields the following result.

Corollary 4.2. If a quasi-nonexpansive operator U : Rn → Rn is continuous (e.g., a
nonexpansive one), then U is approximately shrinking.

An important subclass of quasi-nonexpansive operators with similar properties
to approximately shrinking operators was introduced by Yamada and Ogura [39,
Definition 1]. Below, we present an equivalent definition. A proof of equivalence can
be found in [9, Proposition 2.9].

Definition 4.3. We say that a quasi-nonexpansive operator U is quasi-shrinking on
a subset C ⊆ H if for any sequence {uk}∞k=0 ⊆ C the following implication holds

lim
k

(d(uk,FixU)− d(Uuk,FixU)) = 0 =⇒ lim
k
d(uk,FixU) = 0. (4.1)

If U is quasi-shrinking on H, then U is just called quasi-shrinking.

Proposition 4.4. If an operator U : H → H is quasi-shrinking then it is approx-
imately shrinking. Moreover, if dimH < ∞ and U is approximately shrinking and
strongly quasi-nonexpansive, then U is quasi-shrinking.

Proof. Suppose that C ⊆ H is bounded, U is quasi-shrinking on C and denote S :=
PFixU . Let {uk}∞k=0 ⊆ C and limk ‖Uuk − uk‖ = 0. Since the metric projection is
nonexpansive, we have

0 ≤ lim
k
‖SUuk − Suk‖ ≤ lim

k
‖Uuk − uk‖ = 0,

i.e.,
lim
k
‖SUuk − Suk‖ = 0. (4.2)

By the quasi nonexpansivity of U and by the triangle inequality,

0 ≤ ‖Suk − uk‖ − ‖Suk − Uuk‖ ≤ ‖Uuk − uk‖,
consequently,

lim
k

(‖Suk − uk‖ − ‖Suk − Uuk‖) = 0. (4.3)

Applying again the triangle inequality, (4.2) and (4.3), we obtain

0 ≤ lim sup
k

(‖Suk − uk‖ − ‖SUuk − Uuk‖)

≤ lim sup
k

[‖Suk − uk‖ − (‖Suk − Uuk‖ − ‖SUuk − Suk‖)]

= lim sup
k

(‖Suk − uk‖ − ‖Suk − Uuk‖) = 0,

i.e.,
lim
k

(‖Suk − uk‖ − ‖SUuk − Uuk‖) = 0.

Since U is quasi-shrinking, we have limk d(uk,FixU) = limk ‖Suk − uk‖ = 0 which
completes the first part of the proof. Let now dimH < ∞ and U be approximately
shrinking and strongly quasi-nonexpansive. By Proposition 4.1(i), U − Id is closed at
0. Consequently, [9, Proposition 2.11] yields, that U is quasi-shrinking. �
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Let U := {Ui : H → H | i ∈ I} be a finite family of operators, where I :=
{1, . . . ,m}. The following result is a simple extension of [7, Theorem 4.8.2], where
the operators Ui : H → H are assumed to be cutters (or, equivalently, 1-SQNE), i ∈ I.
The proof goes along lines of [7, Theorem 4.8.2] with some simple modifications.

Proposition 4.5. Let Ui : H → H be ρi-SQNE, ρi > 0, i ∈ I, with
⋂
i∈I FixUi 6= ∅,

U :=
∑
i∈I ωiUi, where ωi ≥ 0, i ∈ I, and

∑
∈I ωi = 1, and let x ∈ H and z ∈⋂

i∈I FixUi be arbitrary. Then

‖Ux− z‖2 ≤ ‖x− z‖2 −
∑
i∈I

ωiρi‖Uix− x‖2. (4.4)

Consequently,
1

2R

∑
i∈I

ωiρi‖Uix− x‖2 ≤ ‖Ux− x‖ (4.5)

for any positive R ≥ ‖x− z‖.
Proof. By [7, Corollary 2.1.43], Ui is an αi-relaxed cutter with αi := 2

1+ρi
∈ (0, 2).

Hence,

αi〈Uix− x, x− z〉 ≤ −‖Uix− x‖2
(see [7, Remark 2.1.31]). Therefore, the triangle inequality and the convexity of the

function ‖·‖2 yield

‖Ux− z‖2 = ‖x+
∑
ı∈I

ωi(Uix− x)− z‖2

≤ ‖x− z‖2 + ‖
∑
ı∈I

ωi(Uix− x)‖2 + 2
∑
i∈I

ωi〈x− z, Uix− x〉

≤ ‖x− z‖2 +
∑
ı∈I

ωi‖Uix− x‖2 −
∑
ı∈I

2ωi
αi
‖Uix− x‖2

= ‖x− z‖2 −
∑
ı∈I

ωi

(
2

αi
− 1

)
‖Uix− x‖2

= ‖x− z‖2 −
∑
ı∈I

ωiρi‖Uix− x‖2,

i.e., (4.4) is satisfied. Let R > 0 be such that ‖x − z‖ ≤ R. Inequality (4.5) is clear
for x ∈ ⋂i∈I FixUi. Suppose that x /∈ ⋂i∈I FixUi. Then x /∈ FixU (see Proposition
2.2) and ‖Ux− x‖ > 0. By the Cauchy–Schwarz inequality, we have

‖Ux− z‖2 = ‖Ux− x‖2 + ‖x− z‖2 + 2〈Ux− x, x− z〉
≥ ‖Ux− x‖2 + ‖x− z‖2 − 2R‖Ux− x‖. (4.6)

Now (4.4) and (4.6) yield

1

2R

∑
i∈I

ωiρi‖Uix− x‖2 ≤ ‖Ux− x‖

which completes the proof. �
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Proposition 4.6. Let Ui : H → H be ρi-SQNE, ρi > 0, i ∈ I, with
⋂
i∈I FixUi 6= ∅,

U := UmUm−1...U1, and let x ∈ H and z ∈ ⋂i∈I FixUi be arbitrary. Then

‖Ux− z‖2 ≤ ‖x− z‖2 −
m∑
i=1

ρi‖Six− Si−1x‖2, (4.7)

where Si := UiUi−1 . . . U1, i ∈ I, S0 := Id. Consequently,

1

2R

m∑
i=1

ρi‖Six− Si−1x‖2 ≤ ‖Ux− x‖. (4.8)

for any positive R ≥ ‖x− z‖.
Proof. By the definition of an SQNE operator and by the definition of Si, i =
0, 1, ...,m, we have

‖Ux− z‖2 = ‖UmUm−1...U1x− z‖2
≤ ‖Sm−1x− z‖2 − ρm‖Smx− Sm−1x‖2
≤ ‖Sm−2x− z‖2 − ρm−1‖Sm−1x− Sm−2x‖2 − ρm‖Smx− Sm−1x‖2

≤ ... ≤ ‖x− z‖2 −
m∑
i=1

ρi‖Six− Si−1x‖2,

i.e., (4.7) is satisfied. The rest of the proof is similar to the proof of Proposition 4.5,
with an application of (4.7) instead of (4.4). �

Before we formulate two most important results of this section, we recall a definition
of a boundedly regular family of operators. Let Ci ⊆ H, i ∈ I := {1, 2, ...,m}, be
closed convex subsets with C :=

⋂
i∈I Ci 6= ∅. Denote C := {Ci | i ∈ I}.

Definition 4.7. (cf. [18, Definition 5.1]) We say that the family C is boundedly
regular (BR) if for any bounded sequence {xk}∞k=0 ⊆ H the following implication
holds

lim
k

max
i∈I

d(xk, Ci) = 0 =⇒ lim
k
d(xk, C) = 0.

Similarly to the definition of an approximately shrinking operator, the notion of
bounded regularity has also equivalent forms which are presented in the proposition
below. We will apply this equivalence in the sequel.

Proposition 4.8. The following conditions are equivalent:

(i) C is boundedly regular.
(ii) For any bounded sequence {xk}∞k=0 ⊆ H and for any η > 0 there are γ > 0

and k0 ≥ 0 such that for all k ≥ k0 it holds

max{d(xk, Ci) | i ∈ I} < δ =⇒ d(xk, C) < η.

(iii) (cf. [3, Definition 5.1]) For any bounded subset S ⊆ H and for any η > 0,
there is δ > 0 such that for any x ∈ S it holds

max{d(x,Ci) | i ∈ I} < δ =⇒ d(x,C) < η.
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Proof. The proposition follows from Lemma 8.1 (see Appendix) with f, g : H → [0,∞)
defined as f(x) := max{d(x,Ci) | i ∈ I}, and g(x) := d(x,C). �

The following proposition gives sufficient conditions for a family C to be bound-
edly regular. The proof of the proposition can be found in [3, Proposition 5.4 (iii),
Corollary 5.14 and Corollary 5.22].

Proposition 4.9. Let Ci ⊆ H, i ∈ I := {1, 2, ...,m}, be closed convex with C :=⋂
i∈I Ci 6= ∅. If one of the following conditions is satisfied:

(i) dimH <∞,

(ii) Cm ∩ int
⋂m−1
i=1 Ci 6= ∅,

(iii) Ci are half-spaces, i ∈ I
then the family C := {Ci | i ∈ I} is boundedly regular.

An example of a family which in not boundedly regular can be found in [2, Example
5.5]. Note that a subfamily of a BR family C needs not to be BR. To see it consider
two closed convex subsets A,B ⊆ H having a common point such that the family
{A,B} is not BR. It follows from the definition that the family {A,B,A ∩ B} is
boundedly regular.

For quasi-nonexpansive operators Ui, i ∈ I := {1, 2, ...,m}, denote F := {FixUi |
i ∈ I}.
Theorem 4.10. Let Ui : H → H be ρi-SQNE, ρi > 0, i ∈ I, with

⋂
i∈I FixUi 6= ∅.

If Ui, i ∈ I, are approximately shrinking and the family F is boundedly regular, then
the operator U :=

∑
i∈I ωiUi, where ωi > 0, i ∈ I,

∑
i∈I ωi = 1, is approximately

shrinking.

Proof. Let {xk}∞k=0 ⊆ H be bounded. Assume that ‖Uxk − xk‖ → 0. Then, by (4.5)
with R ≥ ‖xk − z‖ for all k ≥ 0 and some z ∈ FixU , it holds

lim
k
‖Uixk − xk‖ = 0, for all i ∈ I.

The AS property of Ui implies that

lim
k
d(xk,FixUi) = 0, for all i ∈ I.

Since {xk}∞k=0 is bounded and the family F is boundedly regular, we have

lim
k
d(xk,FixU) = 0,

which completes the proof. �

Theorem 4.11. Let Ui : H → H be ρi-SQNE, ρi > 0, i ∈ I, with
⋂
i∈I FixUi 6= ∅.

If Ui, i ∈ I, are approximately shrinking and the family F is boundedly regular, then
the operator U := UmUm−1 . . . U1 is approximately shrinking.

Proof. Let {xk}∞k=0 ⊆ H be bounded. Since Si := UiUi−1...U1 is QNE as a com-
position of SQNE operators (see Proposition 2.2), the sequence {Sixk}∞k=0 is also
bounded, i ∈ I. Therefore, by the AS property of Ui, it holds

lim
k
‖Ui(Si−1x

k)− Si−1x
k‖ = 0 =⇒ lim

k
d(Si−1x

k,FixUi) = 0, (4.9)
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i ∈ I. Assume that ‖Uxk − xk‖ → 0. By (4.8) with R ≥ ‖xk − z‖ for all k ≥ 0 and
some z ∈ FixU , we have

lim
k
‖Ui(Si−1x

k)− Si−1x
k‖ = 0, (4.10)

i ∈ I. Moreover, the definition of the metric projection and the triangle inequality
yield

d(xk,FixUi) = ‖xk − PFixUix
k‖ ≤ ‖xk − PFixUiSi−1x

k‖

≤
i−1∑
j=1

‖Sjxk − Sj−1x
k‖+ ‖Si−1x

k − PFixUiSi−1x
k‖.

Therefore, (4.9) and (4.10) imply limk d(xk,FixUi) = 0, for all i ∈ I. By the bounded
regularity of F , we have limk d(xk,FixU) = 0 which completes the proof. �

5. Uniformly approximately shrinking families of operators

In this section we extend the notion and the properties of an approximately shrink-
ing operator to a family of operators. The most important results of this section are
Theorems 5.4 and 5.6, where we present conditions under which a uniformly ap-
proximately shrinking family of operators is closed under convex combination and
composition. This property is applied in Section 7, where we present several meth-
ods for solving variational inequality problem over the common fixed point set of
quasi-nonexpansive operators.

Let U := {Ui | H → H, i ∈ I} be a family of QNE operators. In this section we do
not suppose that I is finite.

Definition 5.1. We say that the family U is uniformly approximately shrinking
(UAS) if for any bounded sequence {xk}∞k=0 ⊆ H and for any η > 0 there are γU > 0
and kU ≥ 0, such that for all k ≥ kU and for all i ∈ I it holds

‖Uixk − xk‖ < γU =⇒ d(xk,FixUi) < η.

It is clear that if U is a finite family of AS operators then U is uniformly approxi-
mately shrinking.

Example 5.2. Let C ⊆ H be a nonempty, closed and convex subset and δ ∈ (0, 1].
Let U be the family of all selections of the set valued mapping T δC (see Example 3.7).
Then U is uniformly approximately shrinking. To verify this fact, it suffices to choose
γU = ηδ and kU = 0. Note that γU and kU do not dependent on {xk}∞k=0.

Lemma 5.3. Let U be a uniformly approximately shrinking family of cutters and
ε ∈ (0, 2].Then the family Uα := {Uα | U ∈ U , α ∈ [ε, 2]} is uniformly approximately
shrinking.

Proof. Let {xk}∞k=0 be bounded, η > 0 and let γU > 0 and kU ≥ 0 be such that for
any k ≥ kU and for any U ∈ U , it holds d(xk,FixU) < η whenever ‖Uxk − xk‖ < γU .
Let U ∈ U and α ∈ [ε, 2]. Then Uα is QNE and FixUα = FixU . Put γ0 := εγU ,
k0 := kU and let k ≥ k0. Suppose that ‖Uαxk − xk‖ < γ0. Then

εγU = γ0 > ‖Uαxk − xk‖ = α‖Uxk − xk‖ ≥ ε‖Uxk − xk‖
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and, consequently,

d(xk,FixUα) = d(xk,FixU) < η.

�

Suppose that
⋂
i∈I FixUi 6= ∅. For a subset J ⊆ I denote

FJ := {FixUj | j ∈ J}
and F := FI . Suppose that F is finite. Note that F can be finite even if I is infinite.
Further, for a fixed m ∈ N and ε ∈ (0, 1

m ] denote

Jm := {J ⊆ I | |J | = m and FJ is BR}
and

Vm :=

V :=
∑
j∈J

ωjUj | J ∈ Jm, ωj ∈ [ε, 1], j ∈ J,
∑
j∈J

ωj = 1

 .

Note that if Jm 6= ∅ and the operators Ui are SQNE, i ∈ I, then any element of Vm
is SQNE (see Proposition 2.2(ii)).

Theorem 5.4. Let Ui : H → H be ρi-SQNE, i ∈ I, ρ := infi∈I ρi > 0 and⋂
i∈I FixUi 6= ∅. Assume that F is finite, m ≤ |I| and Jm is nonempty. If U is

uniformly approximately shrinking then Vm is uniformly approximately shrinking.

Proof. We have to show that for every bounded sequence {xk}∞k=0 ⊆ H and for any
η > 0 there exist γV > 0 and kV ≥ 0 such that for all V ∈ Vm and all k ≥ kV it holds

‖V xk − xk‖ < γV =⇒ d(xk,FixV ) < η,

Let η > 0, {xk}∞k=0 ⊆ H be bounded and V ∈ Vm, i.e., V =
∑
j∈J ωjUj , for some J ∈

Jm, where ωj ∈ [ε, 1], j ∈ J,∑j∈J ωj = 1. By Proposition 2.2, FixV =
⋂
j∈J FixUj .

Let z ∈ FixV and R > 0 be such that ‖xk − z‖ ≤ R for all k ≥ 0. By Proposition
4.5, we have

ερ

2R
‖Uixk − xk‖2 ≤

1

2R

∑
i∈J

ωjρj‖Ujxk − xk‖2 ≤ ‖V xk − xk‖ (5.1)

for all i ∈ J and all k ≥ 0. Since the sequence {xk}∞k=0 is bounded and FJ is
boundedly regular, there exist δ > 0 and k0 ≥ 0 such that

max
j∈J

d(xk,FixUj) < δ =⇒ d(xk,FixV ) < η (5.2)

for all k ≥ k0. Note that δ and k0 may be chosen independently of J ∈ Jm. To prove
this, consider the families FJ , J ∈ Jm. For any FJ we can find δJ > 0 and kJ ≥ 0
such that (5.2) holds with δ := δJ and k0 := kJ (note that FJ is BR). It is easily
seen that δJ , J ∈ Jm and kJ ≥ 0, can be chosen such that δ := infJ∈Jm

δJ > 0 and
k0 := supJ∈Jm

kJ < +∞, because F is finite.
The family U is uniformly AS, hence, we can find γU > 0 and kU ≥ 0 such that for

all j ∈ I and all k ≥ kU it holds

‖Ujxk − xk‖ < γU =⇒ d(xk,FixUj) < δ. (5.3)
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Let kV := max{kU , k0}, γV := εγ2
Uρ/2R and let k ≥ kV . Assume that ‖V xk −

xk‖ < γV . Then, by (5.1), ‖Ujxk − xk‖ < γU for all j ∈ J . Therefore, (5.3) yields
maxj∈J d(xk,FixUj) < δ, which, by (5.2), completes the proof. �

Let U be AS and η > 0. Consider a family of bounded sequences X := {{xkn}∞k=0 |
n ∈ I}, where I is finite. By the AS property of U , it is clear that for any sequence
{xkn}∞k=0, n ∈ I, there are γn > 0 and kn ≥ 0, such that for all k ≥ kn it holds

‖Uxkn − xkn‖ < γn =⇒ d(xkn,FixU) < η.

If we put γ := minn∈I γn and k0 := maxn∈I kn then for all k ≥ k0 and for all n ∈ I it
holds

‖Uxkn − xkn‖ < γ =⇒ d(xkn,FixU) < η.

Such an approach cannot be applied in the case when I is infinite. Nevertheless, if
I is countable we can omit such inconveniences by presenting another approach for
choosing γ and k0. Moreover, such an approach can be presented not only for one AS
operator U , but for a family of UAS operators.

Lemma 5.5. Let U be uniformly approximately shrinking and let X := {{xkn}∞k=0 |
n ∈ N} ⊆ H be bounded. Then, for any η > 0 there are γ > 0 and k0 ≥ 0 such that
for all U ∈ U , n ∈ N and k ≥ k0 it holds

‖Uxkn − xkn‖ < γ =⇒ d(xkn,FixU) < η.

Proof. Let η > 0 be fixed. The family X is countable, hence there is a sequence
{ul}∞l=0 which consists of all xkn, k, n ≥ 0, and maintains the order of indices, i.e.,
if k1 ≤ k2, n1 ≤ n2 and xk1n1

, xk2n2
have the positions l1, l2 in {ul}∞l=0, respectively,

then l1 ≤ l2 (one can apply, e.g., a well known construction which shows that N2 is
countable). By the boundedness of X , the sequence {ul}∞l=0 is also bounded. By the
UAS property of U , there are γU > 0 and lU ≥ 0, such that for all U ∈ U and l ≥ lU
it holds

‖Uul − ul‖ < γU =⇒ d(ul,FixU) < η.

Let γ := γU and k0 be the smallest integer such that xk01 has a position l0 ≥ lU
in {ul}∞l=0. Suppose that k ≥ k0, n ≥ 0, ‖Uxkn − xkn‖ < γ and xkn is situated at
the position lk,n in the sequence {ul}∞k=0, i.e., xkn = ulk,n . Then it follows from the
properties of the sequence {ul}∞l=0 that xkn has a position lk,n ≥ lU in {ul}∞l=0. Hence,

d(xkn,FixU) = d(ulk,n ,FixU) < η

which completes the proof. �

For a fixed m ∈ N denote

Jm := {J = (j1, . . . , jm) | ji ∈ I, i = 1, 2, ...,m, and FJ is BR} (5.4)

and

Sm := {S = Ujm . . . Uj1 | J ∈ Jm} .

We identify J := (j1, . . . , jm) in (5.4) wit a subset {j1, . . . , jm} ⊆ I and, for simplicity,
we write J = {j1, . . . , jm}. Note that if Jm 6= ∅ and the operators Ui are SQNE then
any element of Sm is SQNE (see Proposition 2.2(i)).
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Theorem 5.6. Let Ui : H → H be ρi-SQNE for all i ∈ I, ρ := infi∈I ρi > 0
and

⋂
i∈I FixUi 6= ∅. Assume that U is countable, F is finite, m ∈ N is fixed and

Jm is nonempty. If U is uniformly approximately shrinking then Sm is uniformly
approximately shrinking.

Proof. Let η > 0 and {xk}∞k=0 be bounded. We have to show that there exist γS > 0
and kS ≥ 0 such that for all S ∈ Sm and all k ≥ kS it holds

‖Sxk − xk‖ < γS =⇒ d(xk,FixS) < η. (5.5)

Denote

J := {J = (j1, . . . , jt) | ji ∈ I, i = 1, 2, ..., t, 1 ≤ t ≤ m},
S := {S = Ujt . . . Uj1 | J = (j1, . . . , jt) ∈ J },

and

Y := {{yk}∞k=0 := {Sxk}∞k=0 | S ∈ S} ∪ {{xk}∞k=0}.
We divide the proof in 5 steps.

Step 1: Let z ∈ ⋂i∈I FixUi and R > 0 be such that ‖xk − z‖ ≤ R, for all k ≥ 0

and let S ∈ S. The operator S is QNE, hence ‖Sxk − z‖ ≤ ‖xk − z‖ ≤ R, for all
k ≥ 0 and z ∈ FixS =

⋂
i∈I FixUi (see Proposition 2.2). Therefore, Y is bounded.

Step 2: Let S ∈ Sm, i.e., S = Ujm . . . Uj1 for some J = (j1, . . . , jm) ∈ Jm.
Assume, for simplicity, that J = (1, . . . ,m). Let z ∈ FixS and R > 0 be such that
‖xk − z‖ ≤ R. By Proposition 4.6, we have

‖Sxk − xk‖ ≥ ρ

2R

m∑
j=1

‖Sjxk − Sj−1x
k‖2, (5.6)

where Sj := Uj . . . U1, j = 1, 2, ...,m and S0 := Id.
Step 3 : Since Y is bounded and FJ is boundedly regular, there exist δ > 0 and

k0 ≥ 0 such that it holds

max
j∈J

d(xk,FixUj) < δ =⇒ d(xk,FixS) < η (5.7)

for all k ≥ k0. Note that δ and k0 may be chosen independently of J ∈ Jm, by similar
arguments to those made in the proof of Theorem 5.4.

Step 4: The family U is countable, hence, by definition, Y consists of a countable
number of sequences. By Step 1, Y is bounded and, by assumption, U is uniformly
approximately shrinking. Therefore, it follows from Lemma 5.5 that there are γU > 0
and kU ≥ 0 such that for all U ∈ U , {yk}∞k=0 ∈ Y and k ≥ kU it holds

‖Uyk − yk‖ < γU =⇒ d(yk,FixU) < δ/2. (5.8)

By (5.8) with U = Uj and yk = Sj−1x
k, we have

‖Uj(Sj−1x
k)− Sj−1x

k‖ < γU =⇒ d(Sj−1x
k,FixUj) < δ/2, (5.9)

for all j ∈ J .
Step 5: Now we go to the main part of the proof. Let 0 < γU ≤ δ/2m,

kS := max{kU , k0}, γS := ργ2
U/2R (5.10)
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and suppose that ‖Sxk − xk‖ < γS for some k ≥ kS . Hence, by (5.6),

‖Uj(Sj−1x
k)− Sj−1x

k‖ < γU , for all j ∈ J.
By (5.9), the definition of the metric projection and the triangle inequality, we get

d(xk,FixUj) = ‖xk − PFixUjx
k‖ ≤ ‖xk − PFixUjSj−1x

k‖

≤
j−1∑
l=1

‖Slxk − Sl−1x
k‖+ ‖Sj−1x

k − PFixUjSj−1x
k‖

<

m∑
l=1

γU + δ/2 ≤ δ.

By the bounded regularity (see (5.7)) d(xk,FixS) < η, which completes the proof. �

The following two Corollaries follow immediately from Theorems 5.4 and 5.6.

Corollary 5.7. Let Ui : H → H, i ∈ I := {1, . . . ,m}, be approximately shrinking
cutters with a common fixed point. Let ε ∈ (0, 1

m ] be arbitrary. If F is boundedly
regular, then the family

V :=

{
V =

∑
i∈I

ωiUi,αi | αi ∈ [ε, 2− ε], ωi ∈ [ε, 1], i ∈ I,
∑
i∈I

ωi = 1

}
is uniformly approximately shrinking.

Corollary 5.8. Let Ui : H → H, i ∈ I := {1, . . . ,m}, be approximately shrinking
cutters with a common fixed point. If F is boundedly regular and A ⊆ [ε, 2− ε], where
ε ∈ (0, 1), is a countable subset, then the family

S = {S = Um,αm
. . . U1,α1

| α1, . . . , αm ∈ A}
is uniformly approximately shrinking.

6. General method for VIP over the common fixed point set of
quasi-nonexpansive operators

Let Ui : H → H, i ∈ I := {1, 2, ...,m}, be quasi-nonexpansive with C :=⋂
i∈I FixUi 6= ∅ and F : H → H be κ-Lipschitz continuous and η-strongly mono-

tone, where 0 < η ≤ κ. It is clear that C is a closed convex subset, because FixUi,
i ∈ I, are closed convex. Consider the following variational inequality problem, called
VIP(F,C): Find u∗ ∈ C such that

〈Fu∗, u− u∗〉 ≥ 0 for all u ∈ C. (6.1)

The existence and uniqueness of a solution of VIP(F,C) follows from [40, Theorem
46.C]. In this Section we will analyze the convergence properties of the following
method, which we call a generalized hybrid steepest descent (GHSD) method:

u0 ∈ H – arbitrary
uk+1 := Tku

k − λkFTkuk, (6.2)
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where {Tk}∞k=0 is a sequence of quasi-nonexpansive operators Tk : H → H satisfying
C ⊆ ⋂k≥0 FixTk and {λk}∞k=0 ⊆ [0, 2η/κ2] (cf. [10, Section 3]). Before we present
our main result of this Section, we recall a definition of an s-approximately shrinking
method (cf. [10, Definition 11]).

Definition 6.1. Let Tk : H → H be ρk-strongly quasi-nonexpansive, where ρk ≥ 0,
k ≥ 0. We say that method (6.2) is s-approximately shrinking with respect to a subset
D ⊆ H if for any η > 0 there are γ > 0 and k0 ≥ 0, such that for all k ≥ k0 it holds

s−1∑
l=0

ρk−l‖Tk−luk−l − uk−l‖2 < γ =⇒ d(uk, D) < η. (6.3)

We say that the method is approximately shrinking with respect to D if it is 1-
approximately shrinking with respect to D.

The following result follows from [10, Lemma 9 and Theorem 12].

Theorem 6.2. Let {uk}∞k=0 be generated by the GHSD method (6.2). If the following
conditions are satisfied:

(i) the operators Tk are ρk-SQNE with ρk ≥ 0, k ≥ 0,
(ii) limk λk = 0 and

∑∞
k=0 λk = +∞,

then {uk}∞k=0 and {FTkuk}∞k=0 are bounded. Moreover, if

(iii) the method is s-approximately shrinking with respect to C for some s ≥ 1,

then {uk}∞k=0 converges in norm to a unique solution of VIP(F,C).

The most difficult problem in applications of Theorem 6.2 is to guarantee that the
method is s-AS with respect to C. In the theorem below, which is the main theorem
of this section, we present sufficient conditions for the method to be s-AS. These
conditions correspond directly to the quasi-nonexpansive operators Tk, k ≥ 0, and
Ui, i ∈ I, and not to the method. Such conditions are in most applications easier to
verify than the condition that the method is s-AS (see Section 7).

One can prove that the iteration in (6.2) is equivalent to the following one

uk+1 = (1− αk)Tku
k + αkQTku

k, (6.4)

where Q : H → H is a contraction. Recently, Hirstoaga in [28] proposed a method for
solving VIP(F,C), where C :=

⋂
k≥0 FixTk, which is slightly more general than (6.4).

Hirstoaga supposed that the method has the following property: if ‖uk+1−Tkuk‖ → 0
then any weak cluster point of {uk}∞k=0 belongs to C. Furthermore, Hirstoaga gave
several examples of methods satisfying this condition, where Tk, k ≥ 0, are assumed to
be nonexpansive (see [28, Section 3]). In Section 7 we will present, however, examples
of method (6.2), where Tk, k ≥ 0, are quasi-nonexpansive. In many applications these
operators are simpler to evaluate than the nonexpansive ones with corresponding
properties. As an example we give here the subgradient projection Pf relative to a
convex function f : H → R defined on a finite dimensional Hilbert space H with
S(f, 0) := {x ∈ H | f(x) ≤ 0} 6= ∅ (see Example 3.6). In general, Pfx is simpler to
evaluate than PS(f,0)x for x ∈ H with f(x) > 0.
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Theorem 6.3. Let {uk}∞k=0 be generated by method (6.2) and the following conditions
be satisfied:

(i) the operators Tk are ρk-SQNE, k ≥ 0, with ρ := infk ρk > 0,
(ii) limk λk = 0 and

∑∞
k=0 λk = +∞,

(iii) there is s ≥ m, such that for any i ∈ I and k ≥ s − 1, there is lk,i ∈
{0, . . . , s− 1} with FixTk−lk,i

⊆ FixUi,
(iv) the family T := {Tk | k ≥ 0} is uniformly approximately shrinking,
(v) the family F := {FixUi | i ∈ I} is boundedly regular.

Then the method is s-approximately shrinking with respect to C, consequently {uk}∞k=0

converges in norm to a unique solution of VIP(F,C).

Proof. Let η > 0 be fixed and {uk}∞k=0 be a sequence generated by method (6.2). By
Theorem 6.2, the sequences {uk}∞k=0 and {FTkuk}∞k=0 are bounded. By the bounded
regularity of F , there are δ > 0 and k1 ≥ 0, such that for any k ≥ k1it holds

max
i∈I

d(uk,FixUi) < δ =⇒ d(uk, C) < η. (6.5)

By assumption, T is uniformly AS, consequently, there are γT > 0 and kT ≥ 0 such
that for all k ≥ kT it holds

‖Tkuk − uk‖ < γT =⇒ d(uk,FixTk) < δ/2. (6.6)

Put γ := ρmin{γ2
T , (δ/4s)

2} and k0 := max{kT , k1, k2}+ s , where k2 is such that for
all k ≥ k2

s−2∑
l=0

λk−l‖FTk−luk−l‖ < δ/4.

The existence of k2 follows from the assumption limk λk = 0 and from the boundedness
of {FTkuk}∞k=0. Assume that k ≥ k0 and

s−1∑
l=0

ρk−l‖Tk−luk−l − uk−l‖2 < γ. (6.7)

Hence, ‖Tk−luk−l−uk−l‖ < γT , for all l ∈ {0, . . . , s−1}. In particular, this inequality
holds for l = lk,i where lk,i is the smallest integer from {0, . . . , s − 1} such that
FixTk−lk,i

⊆ FixUi, i ∈ I. By (6.6), we have

d(uk−lk,i ,FixTk−lk,i
) < δ/2. (6.8)

Furthermore, (6.7) yields

‖Tk−luk−l − uk−l‖ <
δ

4s
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for any l = 0, 1, ..., s− 1. Now, for any i ∈ I we have

‖uk − uk−lk,i‖ ≤
lk,i−1∑
l=0

‖uk−l − uk−l−1‖ ≤
s−2∑
l=0

‖uk−l − uk−l−1‖

≤
s−2∑
l=0

‖Tk−l−1u
k−l−1 − uk−l−1‖+

s−2∑
l=0

λk−l−1‖FTk−l−1u
k−l−1‖

< δ/4 + δ/4 = δ/2.

Consequently, (iii), the definition of the metric projection, the triangle inequality and
(6.8) yield for any i ∈ I

‖uk − PFixUi
uk‖ ≤ ‖uk − PFixTk−lk,i

uk‖ ≤ ‖uk − PFixTk−lk,i
uk−lk,i‖

≤ ‖uk − uk−lk,i‖+ ‖uk−lk,i − PFixTk−lk,i
uk−lk,i‖

< δ/2 + δ/2 = δ.

By implication (6.5), we obtain d(uk, C) < η, consequently, method (6.2) is s-
approximately shrinking with respect to C. Now, Theorem 6.2 yields the convergence
of uk to a unique solution of VIP(F,C). �

7. Examples

In this Section we present several examples of GHSD method with various con-
structions of operators Tk basing on a finite family of operators and analyze their
convergence properties by applying Theorem 6.3.

Let Ui : H → H, i ∈ I := {1, 2, ...,m}, be quasi-nonexpansive with C :=⋂
i∈I FixUi 6= ∅ and F : H → H be κ-Lipschitz continuous and η-strongly monotone,

where 0 < η ≤ κ. We assume without loss of generality that all Ui, i ∈ I, are cutters,
because any QNE operator U : H → H can be treated as a relaxation of a cutter
S : H → H and FixU = FixS (see Subsection 2.2). We consider the GHSD method
(6.2) for solving VIP(F,C), where {Tk}∞k=0 is a sequence of quasi-nonexpansive op-
erators Tk : H → H satisfying C ⊆ ⋂

k≥0 FixTk and {λk}∞k=0 ⊆ [0, 2η/κ2] is a

sequence satisfying limk λk = 0 and
∑∞
k=1 λk = ∞. Denote U := {Ui | i ∈ I} and

F := {FixUi | i ∈ I}.
At the beginning we present a general procedure of a construction of operators Tk

basing on the family U . This procedures is related to the so called string-averaging
scheme introduced by Censor et al. in [12] and studied in [13, 14, 15, 16]. The scheme
has the following form.

Procedure 7.1 (String-Averaging Scheme). Let k ≥ 0 and r ∈ N.

Step 1. For p = 1, 2, ..., tk, where tk ≤ m, choose nonempty, ordered subsets Ipk of
elements taken from I, called strings, of the form

Ipk = (ipk1, i
p
k2, ..., i

p
k,mp

k
),
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where ipkj ∈ I, j = 1, 2, ...,mp
k and mp

k ≤ r. Further, choose vectors apk of
corresponding relaxation parameters of the form

apk = (αpk1, α
p
k2, ..., α

p
k,mp

k
),

where αpkj ∈ [ε, 2− ε] , j = 1, 2, ...,mp
k, and ε ∈ (0, 1] is a constant.

Step 2. For p = 1, 2, ..., tk, and j = 1, 2, ...,mp
k, denote by V pkj the relaxation of Uipkj

with a relaxation parameter αpkj , i.e.,

V pkj := Id +αpkj(Uipkj
− Id),

and create operators

Spkj := V pkjV
p
k,j−1...V

p
k1,

and

V pk := Sp
k,mp

k
= V p

k,mp
k
V p
k,mp

k−1
...V pk1 (7.1)

Step 3. For p = 1, 2, ..., tk choose weights ωpk ≥ ω satisfying
∑tk
p=1 ω

p
k = 1, where

ω ∈ (0, 1
m ] is a constant, and define

Tk :=

tk∑
p=1

ωpkV
p
k . (7.2)

In the original string-averaging scheme there is supposed that the strings do not
depend of k, i.e., tk = t and mp

k = mp for all k, and that αpkj = 1 , j = 1, 2, ...,mp,

p = 1, 2, ..., t, consequently, V pk = V p and Tk = T (cf. [13]).
First, we present some properties of the operators defined above, basing on the

facts given in Subsection 2.2. It follows from Proposition 2.2 that for all k ≥ 0,
p = 1, 2, ..., tk and j = 1, 2, ...,mp

k the operators defined in Procedure 7.1 have the
following properties:

(1) V pkj is ε
2 -SQNE because V pkj is an αpkj-relaxation of a cutter Uipkj

and ε ≤
αpkj ≤ 2;

(2) Spkj is ε
2r -SQNE because Spkj is a composition of j operators V pki, i = 1, 2, ..., j,

which are ε
2 -SQNE and j ≤ mp

k ≤ r;
(3) V pk is ε

2r -SQNE because V pk = Sp
k,mp

k
;

(4) Tk is ε
2r -SQNE because Tk is a convex combination of operators V pk which are

ε
2r -SQNE.

Consider the GHSD method combined with the string-averaging scheme of the
construction of operators Tk. This approach gives a very flexible framework related
to a lot of results known in literature.

Because the operators Tk are ρk-SQNE, with ρ := infk ρk > 0, Theorem 6.3 implies
that only conditions (iii), (iv) and (v) have to be checked in order to guarantee the
convergence of sequences generated by the GHSD method. In the examples below we
present several constructions of Tk satisfying these conditions, which are special cases
of the string-averaging scheme.
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Example 7.2. (Hybrid steepest descent method) Let m = 1. Then the family U
consists of only one operator U : H → H which is a cutter. Trivially F is BR.
Assume that U is AS. GHSD method (6.2) combined with Procedure 7.1 has the
form:

uk+1 = Uαk
uk − λkFUαk

uk,

where Uαk
is an αk-relaxation of a cutter U with αk ∈ [ε, 2 − ε] and ε ∈ (0, 1].

Condition (iii) of Theorem 6.3 is trivial and condition (iv) follows from Lemma 5.3.
Consequently, uk converges in norm to a unique solution of the VIP(F,FixU). If we
take αk = α ∈ [0, 2], k ≥ 0, then T := Uα is quasi-nonexpansive and we obtain the
hybrid steepest descent method

uk+1 = Tuk − λkFTuk

studied by Yamada in [38] and developed by Yamada and Ogura in [39]. In [38] T
is supposed to be nonexpansive and the convergence was proved under an additional
assumption limk(λk − λk+1)/λ2

k+1 = 0 (see [38, Theorem 3.2 ]). Recall that if H
is finite dimensional, then a nonexpansive operator is approximately shrinking (see
Corollary 4.2). In [39, Theorem 4] the convergence was proved under the assumption
that T is quasi-shrinking. This assumption implies that T is approximately shrinking
(see Proposition 4.4). Therefore, for α ∈ (0, 2) the convergence follows from Theorem
6.3.

In the next examples we assume that m > 1. Furthermore, we assume that Ui,
i ∈ I, are approximately shrinking and the family F is boundedly regular.

Example 7.3. (GHSD with successive projections) Consider GHSD method (6.2)
combined with Procedure 7.1, where tk = 1, mk := m1

k = 1, Ik := I1
k = ik and

αk := α1
k1, k ≥ 0. The method has the form

uk+1 = Uik,αk
uk − λkFUik,αk

uk.

Condition (iv) of Theorem 6.3 follows from Lemma 5.3, because αk ∈ [ε, 2−ε], k ≥ 0,
for a constant ε ∈ (0, 1]. The sequence {ik}∞k=0 is called a control. We consider two
types of control:

(a) (almost cyclic control) Suppose that there is s ≥ m such that I ⊆
{ik, . . . , ik+s−1} for all k ≥ 0. Such a control {ik}∞k=0 is called s-almost
cyclic (cf. [11, Definition 3.4]). Then condition (iii) of Theorem 6.3 is satis-
fied. Consequently, uk converges in norm to a unique solution of VIP(F,C).
The convergence of the method was proved in [10, Theorem 21]. A special
case of the above iteration with a cyclic control and Tk being nonexpansive
was studied by Lions [30, Theorem 4], Bauschke [1, Theorem 3.1], Yamada
in [38, Theorem 3.3], Xu and Kim in [37, Theorem 3.2] and Hirstoaga in [28,
Corollary 3.1], where the convergence was proved under various assumptions
on the sequence {λk}∞k=0 and the family F .

(b) (maximal displacement control) Let ik := argmax{
∥∥Uiuk − uk∥∥ | i ∈ I}.

We show that the method is approximately shrinking with respect to C. Let
η > 0. Because F is boundedly regular and {uk}∞k=0 is bounded (see Theorem
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6.2), there are δ > 0 and k0 ≥ 0 such that

max
i∈I

d(uk,FixUi) < δ =⇒ d(uk, C) < η (7.3)

for all k ≥ k0. Because Ui is approximately shrinking, there is γi > 0 and
ki ≥ 0 such that for all k ≥ ki it holds∥∥Uiuk − uk∥∥ < γi =⇒ d(uk,FixUi) < δ, (7.4)

i ∈ I. Let γ = mini∈i γi and k′ = maxi∈{0,1,...,m} ki. Suppose that k ≥ k′

and
∥∥Uikuk − uk∥∥ < γ. Then,

∥∥Uiuk − uk∥∥ < γi and (7.3) and (7.4) imply

d(uk, C) < η. Therefore, the method is approximately shrinking. Theorem
6.2 yields that uk converges to a unique solution of VIP(F,C).

Example 7.4. (GHSD with simultaneous projections) Consider GHSD method (6.2)
combined with Procedure 7.1, where tk = m, mp

k = 1, Ipk = p and apk = αk, p =
1, 2, ...,m, k ≥ 0. The method has the form

Tk := Id +αk(

m∑
p=1

ωpkUp − Id). (7.5)

By Proposition 2.2, FixTk = C, k ≥ 0, i.e., condition (iii) of Theorem 6.3 is satisfied.
Condition (iv) follows from Corollary 5.7. Consequently, uk converges in norm to a
unique solution of VIP(F,C). The above construction of the operator Tk arises very
often in the literature, not only related to the variational inequalities. For VIP(F,C)
the method with Ui, i ∈ I, being firmly nonexpansive and with constant weight
vectors wk = w and relaxation parameters αk = α was studied by Yamada in [38,
Corollary 3.6], where α = 1 and by Hirstoaga in [28, Remark 3.5], where α ∈ [0, 2].

Example 7.5. (GHSD with sequential projections) Consider GHSD method (6.2)
combined with Procedure 7.1, where tk = 1, mk := m1

k = m and Ik := I1
k consists of

all elements of I, k ≥ 0. Denote by Ik := (ik1, ik2, ..., ikm) the string in k-th iteration
and by ak := (αk1, αk2, ..., αkm) the corresponding vector of relaxation parameters.
Then,

Tk = Uikm,αkm
Uik,m−1,αk,m−1

...Uik1,αk1

Similarly as in Example 7.4, condition (iii) of Theorem 6.3 is satisfied and condition
(iv) follows from Corollary 5.8. Therefore, uk converges in norm to a unique solution
of VIP(F,C). Such sequential approach for VIP was studied by Yamada in [38,
Theorem 3.5] and by Hirstoaga in [28, Corollary 3.4 and Remark 3.5], where Ui were
supposed to be nonexpansive and Tk = UmUm−1...U1, where the convergence was
proved under some additional assumptions on the sequence {λk}∞k=0 and the family
F .

Although, Ipk is an ordered subset in Procedure 7.1, by the same symbol we denote
the corresponding subset of I, i.e., Ipk = {ipk1, i

p
k2, ..., i

p
k,mp

k
}, k ≥ 0, p = 1, 2, ..., tk.

Further, denote Ik := I1
k ∪ I2

k ∪ ... ∪ Itkk .
Let {Tk}∞k=0 be a sequence of operators defined by Procedure 7.1 and suppose

that the procedure is s-intermittent, where s ≥ m, i.e., Ik ∪ Ik+1 ∪ ... ∪ Ik+s−1 = I
for all k ≥ 0 (cf. [3, Definition 3.18]). If we assume that all subfamilies of F are
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boundedly regular, then, by Theorems 5.4 and 5.6, the family T := {Tk | k ≥ 0}
is uniformly approximately shrinking. In this case the sequence {Tk}∞k=0 fits into
the frame of Theorem 6.3, which allows a more general construction of Tk than the
string-averaging scheme. Consequently, the sequence {uk}∞k=0 generated by the GHSD
method converges in norm to a unique solution of VIP(F,C). Unfortunately, the
assumption that all subfamilies of F are boundedly regular is very restrictive. This
assumption can be weakened, if we restrict the construction of Tk to the string-
averaging scheme.

Theorem 7.6. Let Ui : H → H, i ∈ I := {1, 2, ...,m}, be approximately shrinking
cutters with C :=

⋂
i∈I FixUi 6= ∅, and uk be generated by GHSD method (6.2),

where Tk, k ≥ 0, is constructed by the string-averaging scheme (Procedure 7.1). If
Procedure 7.1 is s-intermittent for some s ≥ m and the family F is boundedly regular,
then the GHSD method is s-approximately shrinking with respect to C. Consequently
uk converges in norm to a unique solution of VIP(F,C).

Proof. Let Procedure 7.1 be s-intermittent for some s ≥ m and let η > 0. We have to
show that there exist γ > 0 and k0 ≥ 0 such that for all k ≥ k0 it holds d(uk, C) < η

whenever
∑k
l=k−s+1 ρl‖Tlul − ul‖2 < γ. By Theorem 6.2, the sequences {uk}∞k=0 and

{FTkuk}∞k=0 are bounded. We divide the proof into three steps.
Step 1. In this step we present three auxiliary properties of Procedure 7.1.
(a) Let R > 0 be such that

∥∥uk − z∥∥ ≤ R for some z ∈ ⋂i∈I FixUi and for all
k ≥ 0. Let δ0 > 0 and k1 ≥ 0 be such that for any k ≥ k1 it holds

max
i∈I

d(uk,FixUi) < δ0 =⇒ d(uk, C) < η. (7.6)

The existence of δ0 and k1 follows from the bounded regularity of F .
(b) Let i ∈ I be arbitrary. Let k ≥ s − 1 and lk ∈ {k − s + 1, k − s + 2, ..., k},

pk ∈ {1, 2, ..., tlk} and jk ∈ {1, 2, ...,mpk
lk
} be such that Ui = Uipklk,jk

. The existence

of lk, pk and jk follows from the assumption that Procedure 7.1 is s-intermittent.
Because Spklk,jk−1 is QNE as a composition of strongly quasi-nonexpansive operators

having a common fixed point (see Proposition 2.2) and uk is bounded, we have that
vk := Spklk,jk−1u

lk is bounded. Note that

yk := Spklk,jku
lk = V pklk,jk(vk) = V pklk,jk(Spklk,jk−1u

lk)

= Ui,αpk
lk,jk

(Spklk,jk−1u
lk) = Ui,αpk

lk,jk

(vk), (7.7)

where αpklk,jk ≥ ε. Because Ui are approximately shrinking, the family {Ui,α | α ∈
[ε, 1], i ∈ I} is UAS (see Lemma 5.3). Consequently, there are γU > 0 and kU ≥ 0
such that for all k ≥ kU it holds∥∥Ui,αvk − vk∥∥ < γU =⇒ d(vk,FixUi) < δ0/4. (7.8)

Let δ := min{γU , δ0}. Recall that V pklk,jk = Ui,αpk
lk,jk

and αpklk,jk ≥ ε. Therefore,∥∥∥Ui,αpk
lk,jk

vk − vk
∥∥∥ < δ =⇒ d(vk,FixUi) < δ0/4. (7.9)
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(c) Let k2 ≥ 0 be such that for all k ≥ k2 it holds

k∑
l=k−s+1

λl‖FTlul‖ < δ/4. (7.10)

The existence of k2 follows from the assumption limk λk = 0 and from the boundedness
of {FTkuk}∞k=0.

Step 2. We show the following inequality

k∑
l=k−s+1

∥∥Tlul − ul∥∥ ≥ ωε3

24R3r

k∑
l=k−s+1

tl∑
p=1

mp
l∑

j=1

∥∥∥V plj(Spl,j−1u
l)− Spl,j−1u

l
∥∥∥4

. (7.11)

By Propositions 4.5, 4.6 and properties 1-4 above, we have

k∑
l=k−s+1

∥∥Tlul − ul∥∥ ≥
k∑

l=k−s+1

1

2R

tl∑
p=1

ωpl
ε

2r

∥∥V pl ul − ul∥∥2

≥
k∑

l=k−s+1

1

2R

tl∑
p=1

ωpl
ε

2r

 1

2R

mp
l∑

j=1

ε

2

∥∥∥Spljul − Spl,j−1u
l
∥∥∥2

2

≥ ωε3

24R3r

k∑
l=k−s+1

tl∑
p=1

mp
l∑

j=1

∥∥∥V plj(Spl,j−1u
l)− Spl,j−1u

l
∥∥∥4

.

Step 3. Now we go the main part of the proof. Put

γ := min{ρ(
δ

4s
)2, ρ(

δε

8Rr
)8(

ωR

εrs
)2} (7.12)

and k0 := max{k1, k2, kU , s− 1}. Assume that k ≥ k0 and

k∑
l=k−s+1

ρl‖Tlul − ul‖2 < γ. (7.13)

Then, for any l ∈ {k − s+ 1, k − s+ 2..., k}, we have

k∑
l=k−s+1

‖Tlul − ul‖ < s(γ/ρ)
1
2 ≤ δ

4
(7.14)

and by (7.11) and (7.12) it holds∥∥∥V plj(Spl,j−1u
l)− Spl,j−1u

l
∥∥∥ < δ

4r
≤ δ, (7.15)

for any l ∈ {k − s + 1, k − s + 2, ..., k}, p ∈ {1, 2, ..., tl} and j ∈ {1, 2, ...,mp
l }. Now,

(7.9), (7.7), the quasi nonexpansivity of V pklk,jk and (7.8) yield∥∥yk − PFixUi
yk
∥∥ ≤

∥∥yk − PFixUi
vk
∥∥ =

∥∥∥V pklk,jkvk − PFixUi
vk
∥∥∥

≤
∥∥vk − PFixUi

vk
∥∥ < δ0

4
. (7.16)
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By the triangle inequality, (7.14), (7.10) and (7.15), we have

∥∥uk − yk∥∥ =
∥∥∥uk − Spklkjkulk∥∥∥ ≤ k−1∑

l=lk−1

∥∥ul+1 − ul
∥∥+

∥∥∥ulk − Spklkjkulk∥∥∥
≤

k−1∑
l=k−s+1

∥∥Tlul + λlFTlu
l − ul

∥∥+
∥∥∥ulk − Spklkjkulk∥∥∥

≤
k−1∑

l=k−s+1

∥∥Tlul − ul∥∥+

k−1∑
l=k−s+1

λl
∥∥FTlul∥∥

+

jk−1∑
j=0

∥∥∥Spklk,j+1u
lk − Spklkju

lk
∥∥∥

=

k−1∑
l=k−s+1

∥∥Tlul − ul∥∥︸ ︷︷ ︸
<δ/4

+

k−1∑
l=k−s+1

λl
∥∥FTlul∥∥︸ ︷︷ ︸

<δ/4

+

jk−1∑
j=0

∥∥∥V pklk,j+1(Spklkju
lk)− Spklkju

lk
∥∥∥︸ ︷︷ ︸

<δ/4

<
3

4
δ. (7.17)

Finally, the triangle inequality, (7.16) and (7.17) yield∥∥uk − PFixUi
uk
∥∥ =

∥∥uk − PFixUi
yk
∥∥

≤
∥∥uk − yk∥∥+

∥∥yk − PFixUiy
k
∥∥

<
3

4
δ +

1

4
δ0 ≤ δ0. (7.18)

Note that the choice of δ0 and k1 does not depend on i.
Therefore, maxi∈I d(uk,FixUi) ≤ δ0 and, by (7.6), d(uk, C) < η. We proved that the
method is s-approximately shrinking with respect to C. By Theorem 6.2, {uk}∞k=0

converges to a unique solution of VIP(F,C). �

Note added in proof. We became aware of the paper [17] by Y. Censor and
A.J. Zaslavski in which a string-averaging projected subgradient method is studied
for constrained minimization problems. Although formulated in a different setting
and employing different assumptions in its analysis, this paper is closely related to
the results presented here.
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8. Appendix

Let S ⊆ H be a nonempty subset.

Lemma 8.1. Let f, g : H → [0,∞) be given functions. Then the following conditions
are equivalent:

(i) For any sequence {xk}∞k=0 ⊆ S it holds

lim
k→∞

f(xk) = 0 =⇒ lim
k→∞

g(xk) = 0.

(ii) For any sequence {xk}∞k=0 ⊆ S and for any η > 0 there are γ > 0 and k0 ≥ 0
such that for all k ≥ k0 it holds

f(xk) < γ =⇒ g(xk) < η.

(iii) For any η > 0 there is γ > 0 such that for any x ∈ S it holds

f(x) < γ =⇒ g(x) < η.

Proof. By the definition of a limit, condition (i) is equivalent to the following one:
For any sequence {xk}∞k=0 ⊆ S it holds:(

∀γ>0∃k1≥0∀k≥k1f(xk) < γ
)

=⇒
(
∀η>0∃k2≥0∀k≥k2g(xk) < η

)
(iii)⇒(ii) The implication is obvious.
(ii)⇒(i) Let {xk}∞k=0 ⊆ S. Suppose that

∀γ>0∃k1≥0∀k≥k1f(xk) < γ.

Let η > 0 be arbitrary. Let γ > 0 and k0 ≥ 0 be such that

∀k≥k0(f(xk) < γ =⇒ g(xk) < η). (8.1)

The existence of such γ and k0 follows from (ii). Let k1 ≥ 0 be such that

∀k≥k1f(xk) < γ. (8.2)

Let k2 = max{k0, k1}. Then (8.2) yields that for all k ≥ k2 it holds f(xk) < γ,
consequently, (8.1) yields that g(xk) < η.

(i)⇒(iii) Assume, to the contrary, that there is η > 0 such that

∀γ>0∃x∈S (f(x) < γ and g(x) ≥ η) .

Put γk := 1
k+1 and let xk ∈ S be such that

f(xk) < γk and g(xk) ≥ η.

Note that limk→∞ f(xk) = 0 and, by (i), limk→∞ g(xk) = 0, which is in contradiction
with lim infk→∞ g(xk) ≥ η > 0. �



APPROXIMATELY SHRINKING OPERATORS AND THEIR APPLICATIONS 425

References

[1] H.H. Bauschke, The approximation of fixed points of composition of nonexpansive mappings in

Hilbert space, J. Math. Anal. Appl., 202(1996), 150–159.

[2] H.H. Bauschke, J. Borwein, On the convergence of von Neumann’s alternating projection algo-
rithm for two sets, Set-Valued Analysis, 1(1993), 185–212.

[3] H.H. Bauschke, J. Borwein, On projection algorithms for solving convex feasibility problems,

SIAM Review, 38(1996), 367–426.
[4] H.H. Bauschke, P.L. Combettes, A weak-to-strong convergence principle for Fejér-monotone

methods in Hilbert spaces, Mathematics of Operation Research, 26(2001), 248–264.

[5] C. Byrne, A unified treatment of some iterative algorithms in signal processing and image
reconstruction, Inverse Problems, 20(2004), 103–120.

[6] A. Cegielski, A generalization of the Opial’s theorem, Control and Cybernetics, 36(2007), 601–

610.
[7] A. Cegielski, Iterative Methods for Fixed Point Problems in Hilbert Spaces, Springer, Heidelberg,

2012.
[8] A. Cegielski, Y. Censor, Opial-type theorems and the common fixed point problem, Fixed-Point

Algorithms for Inverse Problems in Science and Engineering, (Eds. H. H. Bauschke, R. S. Bu-

rachik, P. L. Combettes, V. Elser, D. R. Luke, H. Wolkowicz), Springer Optimization and Its
Applications 49, New York, NY, USA, 2011, 155–183.

[9] A. Cegielski, A. Gibali, S. Reich, R. Zalas, An algorithm for solving the variational inequality

problem over the fixed point set of a quasi-nonexpansive operator in Euclidean space, Numer.
Funct. Anal. Optimiz., 34(2013), 1067-1096.

[10] A. Cegielski, R. Zalas, Methods for variational inequality problem over the intersection of fixed

point sets of quasi-nonexpansive operators, Numer. Funct. Anal. Optimiz., 34(2013), 255-283.
[11] Y. Censor, Row-action methods for huge and sparse systems and their applications, SIAM

Review, 23(1981), 444–466.

[12] Y. Censor, T. Elfving, G.T. Herman, Averaging strings of sequential iterations for convex fea-
sibility problems, Inherently Parallel Algorithms in Feasibility and Optimization and Their Ap-

plications, (Eds. D. Butnariu, Y. Censor, S. Reich), Elsevier, Amsterdam, 2001, pp. 101-114.
[13] Y. Censor, A. Segal, On the string averaging method for sparse common fixed points problems,

International Transactions in Operational Research, 16(2009), 481-494.

[14] Y. Censor, A. Segal, Sparse string-averaging and split common fixed points, Contemporary
Mathematics, 513(2010), 125-142.

[15] Y. Censor, E. Tom, Convergence of string-averaging projection schemes for inconsistent convex

feasibility problems, Optimization Methods and Software, 18(2003), 543-554.
[16] Y. Censor, A.J. Zaslavski, Convergence and perturbation resilience of dynamic string-averaging

projection methods, Computational Optimization and Applications, 54(2013), 65-76.

[17] Y. Censor, A.J. Zaslavski, String-averaging projected subgradient methods for constrained min-
imization, Optimization Methods and Software, 29(2014), 658ń670.
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