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SECOND ORDER DIFFERENTIAL SUBORDINATIONS
AND SUPERORDINATIONS USING THE DZIOK-SRIVASTAVA
LINEAR OPERATOR
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Abstract. By using the properties of the Dziok-Srivastava linear operator we
obtain differential subordinations and superordinations by using functions from
class A.
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1. INTRODUCTION AND PRELIMINARIES

_ Let U denote the unit disc of the complex plane U = {z € C: [z < 1} and
U={z€C: |z| <1}
Let H(U) denote the space of holomorphic functions in U and let

Ap={f € HU), f(z) =2+ an12" T +..., 2€ U}

with A; = A.
Let
Hla,n] = {f € H(U), f(2) =a+ anz" + an 12"+ ..., 2€ U},
S={f€A; fisunivalent in U}.

If f and g are analytic functions in U, then we say that f is subordinate
to g, written f < g, if there is a function w analytic in U, with w(0) = 0,
|lw(z)| < 1, for all z € U such that f(z) = glw(z)], for z € U.

If g is univalent, then f < ¢ if and only if f(0) = ¢(0) and f(U) C g(U).

The method of differential subordinations (also known as the admissible
functions method) was introduced by P.T. Mocanu and S.S. Miller in 1978 [2]
and 1981 [3] and developed in [4].

Let 2 and A be any sets in C and let p be an analytic function in the unit
disk with p(0) = @ and let ¥(r, s,t;2) : C*> x U — C. The heart of this theory
deals with generalizations of the following implication:

(1) {e(p(2), 2p'(2), 2%p"(2); 2) | 2 € U} C Q implies p(U) C A.

DEFINITION 1 ([4, p.16]). Let 1 : C3 x U — C and let h be univalent in U.
If p is analytic in U and satisfies the (second-order) differential subordination

(i) (p(2), 2'(2), 229" (2); 2) < h(z), 2 € U,
then p is called a solution of the differential subordination.

The univalent function ¢ is called a dominant of the solutions of the differ-
ential subordination, or more simply a dominant, if p < ¢ for all p satisfying
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(ii). A dominant g that satisfies ¢ < ¢ for all dominants ¢ of (ii) is said to
be the best dominant of (ii). (Note that the best dominant is unique up to a
rotation of U.)

In [5] the authors introduced the dual problem of the differential subordi-
nation which they called differential superordination.

DEFINITION 2 ([5]). Let f,F € H(U) and let F' be univalent in U. The
function F' is said to be superordinate to f, or f is subordinate to F', written
f=<F,if f(0)=F(0) and f(U) C F(U).

Let 2 and A be any sets in C and let p be an analytic function in the
unit disc and function ¢ : C3 x U — C. The heart of this theory deals with
generalizations of the following implication:

(3) @ C {e(p(2), 2 (2), 2°p"(2); 2) | 2 € U} implies A C p(U).

DEFINITION 3 ([5]). Let ¢ : C3 x U — C and let h be analytic in U.

If p and ¢(p(2), 2p/(2), 22p"(2); 2) are univalent in U and satisfy the (second-
order) differential superordination

() h(=) < o(p(2), 20/(2), 22" (2); 2)
then p is called a solution of the differential superordination.

An analytic function ¢ is called a subordinant of the solution of the differen-
tial superordination, or more simply a subordinant if ¢ < p for all p satisfying
(jj)- A univalent subordinant g that satisfies ¢ < ¢ for all subordinants g of (jj)
is said to be the best subordinant. (Note that the best subordinant is unique

up to a rotation of U).

DEFINITION 4 ([5, Definition 2.2b. p. 21]). We denote by @ the set of
functions f that are analytic and injective on U \ E(f), where

B() = {c € o0 i (2) = o0}
and are such that f'(¢) # 0 for ¢ € OU \ E(f).

The subclass of @ for which f(0) = a is denoted by Q(a).

DEFINITION 5 ([3, 4, 5, Definition 2.3.a, p. 27]). Let Q be a set in C, ¢ € @
and n be a positive integer. The class of admissible functions 1, [, q], consists
of those functions 1 : C* x U — C that satisfy the admissibility condition:

(A) o(rs,t;2) €9Q

whenever r = ¢(¢), s = m(q'(¢), Re <z + 1> > mRe [
¢ € 90U\ E(q) and m > n.
In particular ¢(0) = 1, Q = A = q(U) = {w € C: Rew > 0} and we
denote the class ¥,[€2, q] by 1¥,{1}. Condition of admissibility (A) becomes
(A”) Y(piyo, u+vi; z) € Q, when p,o, u, v €R, 0 < —g(l +p%), 0+ p <0,
zeUandn>1.

¢q"(¢)
q'(C)

+1],26U,
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DEFINITION 6 ([5, Definition 3]). Let © be a set in C and ¢ € Ha,n|
with ¢'(z) # 0. The class of admissible functions ¢,[€, q], consists of those
functions ¢ : C* x U — C that satisfy the admissibility condition:

/
(B) o(r,s,t;¢) € Q whenever r = ¢(z), s = 24 (2)7 Re <t+1> <
m S

1 2q"(2)
—Re /()+17WhereC68U,z€Uandm2n21. When n =1
m q(z
we write ¢1[Q, g as ¢[€, q]

In the special case when h is an analytic mapping of U onto Q0 # C, we

denote this class ¢, [h(U), q] by ¢nlh, q].
In order to prove the new results we shall use the following lemmas:

LEMMA A ([4, Lemma 2.2.d, p. 24]). Let ¢ € Q with ¢(0) = a, and let
p(z) = a+ apz™ + ... be analytic in U with p(z) # a and n > 1. If p is not
subordinate to q, then there exist points zy = roe'® € U and (o € OU \ E(q),
and an m > n > 1 for which p(U,,) C q(U),

(i) p(20) = q(¢o)

(i) Zop'(Zo)H? mGoq' (o) and (o)

Zop" (%0 0q (Go

(iii) Re V(0) +1>mRe [ 7o)

We will use the following Lemma A from the theory of differential subordi-
nation to determine subordinants of diferential superordination.

+1].

LEMMA B ([5, Lemma A]). Let p € Q(a) and let q(z) = a + apnz" + ... be
analytic in U with q(z) #Z a and n > 1. If q is not subordinate to p, then there
exist points zg = roe’® € U and {y € OU \ E(p), and an m > n > 1 for which
q(Ur,) C p(U),

(i) q(z0) = p(Co)

i) z0q' (2 ) mGop' (o) and

@
Zoq '(20) mRe ¢op” (o)
(i) Re =iy T1=mR [P’(Co) “]‘

In [1] the Dziok-Srivastava operator was defined:

Hl (06170527 . O‘l;ﬁlaﬁ%---’ﬂm)f(z)

(1) (a1)n—1(2)n-1---(1)n—1 2"
=z+ a ,
Z (B)n-1(B2)n-1--- Brm)n-1 " (n—1)!
az- eC,izl,Q,...,l, ﬁj eC—1{0,-1,-2,..},j=1,2,....m
For simplicity, we write
(2) o] f(2) = Hp (a1, 0, .. a3 B, Bay -, Bn) (2).

For this operator we have the property
(3) arHy,[on +1]f(2) = 2{Hy,[a1] f(2)} + (a1 = D H[aa] f(2).
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2. MAIN RESULTS
2.1. Differential subordinations in the right half-plane
THEOREM 1. Let ¢ € ¥, {1}, a1 >0, f € A and let w € H[1,1],
where H! [on]f(2) is the Dziok-Srivastava linear operator gz'vzen by (1). Let

" <an[041]f(2)’ Hy o1 + 7). Hy, [on + 2]f(2);z>

4 z z z
v Bl () | Holen 4 1) | Bolon + 256

If

Llon]f(z e z e z
then
Tl | ) ey
Proof. If we let
e
p(Z) H [ l]f( )
6 Z+Z a1n1a2n1 o G L W
( ) B n 1 62 n 1- (/Bm)n—l " (n_ 1)'
=14piz+p2®+...,

then p € H[1,1].

Differentiating (6), we obtain
(7) {Hy[a]f(2)}Y =p(2) + 20 (2), z€U.

Using (3) and (6) and (7) we have

l /
(8) Hm[o‘zl]f(z) —p(2) + Zpa(lz)’
«a o' 2 Z

O (e + @Y = ple) + DL EPE
a0y  Hmlen +20() _ enfor + p(e) + 2o +2)zp'(2) + ()

z a1(ag + 1)
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Using (6), (8) and (10), (5) becomes
( (2) an[oél +1]f(2) Hjloa + 2]f(2),z>

’
z z

3ap'(2) (%)

=r(p(2), 20 (2), 2°p"(2); 2) = 3p(z) +

o aj(ag +1)
Then (5) becomes
(12) (), 29(2), 229" (2); )} C Q= {w € C: Rew > 0}
which is equivalent to
(13) Re r(p(z2), 20/ (2), 2°p"(2);2) > 0, 2 €U.

Assume p(z) £ q(z). By Lemma A there exist points zy = r9e’® € U and
Co € OU \ E(q), and m > n > 1 that satisfy (i)-(iii) of Lemma A,

p(20) = q(Co) = pi,  20p'(20) = mCoq (o) = o,  25p"(20) = p + iv.

Using these conditions with r» = ¢({o) = pi, 0 = mpd' ({p), t = p + iv,
p,o,u, v € Rand z = zp in Definition 5, we obtain

Re r(p(20), 200 (20), Z(Q)p//(ZO); 20) = Re r(pi, o, p + iv; zo)

R 3,+30+ w+iv 30+ u 30 o
= e 1 _— _— = — _— e

p aq a1 (Ozl + 1) aq 041(051 + 1) Ty al(al + 1)

o(3ar +3—1) 1 9y 3aq +2
=—F—— < —-(1+p) ————= <0.
a(a+1) — 2( P ar(a; +1)
Hl
Since this contradicts (13) we must have p(z) = Hylealf(z) =< q(2). O
z

REMARK 1. Upon examining the proof of Theorem 1, it is easy to see that
the theorem also holds if condition (5) is replaced by

U Toq] f(w(z L Ty w(z L Ty w(z
o) {o( Eallf(ole) Holos +1/0) Holor t2ft0(), g,

w(z) ’ w(z) ' w(z)

where w(z) is any function mapping U into U.

We next consider the special situation when Q@ = {w € C: Re w > 0} is
a simply connected domain. In this case 2 = h(U), where h is a conformal
mapping of U onto © and the class U, [h(U),q| is written as ¥,[h,q]. The
following result is an immediate consequence of Theorem 1.

COROLLARY 1. Let ¢ € W, [h,q] with ¢(0) =1, a3 > 0. If
H}[on]f(2)

1.1
. € H[1,1],



160 G.I. Oros and Gh. Oros 6

. <H£n[azﬂf(z)’ Hufor + /() Hyfor +21(2), :) is analytic in U, and

W (Hma;mz)’ Huloa +1S(2) Hlon + UC)..Y <o,
then l
W <q(z), zeUl.
EXAMPLE 1. Let
h(z) = ;z h(U)={weC: Rew >0} =Q.

It 4 <H£1[Oé;]f(2), Hy, [ : 1]f(Z)’ H}[on ;r 2]f(z)) - 1 - i then

l
W <q(2),z€ U ie 1+pz+pz?+---<qz),z€U.

This result can be extended to those cases in which the behavior of ¢ on
the boundary of U is unknown by the following theorem.

THEOREM 2. Let h and q be univalent in U, with ¢(0) = 1, and set q,(z) =
q(pz) and h,y(z) = h(pz). Let ¥ : C> x U — C satisfy one of the following
conditions:

(1) Y € Uylh,qp) for some p € (0,1), or

(it) there exists po € (0,1) such that 1 € Wylh,,q,], for all p € (po,1).

If Hrln[azl]f(z) c H[L 1]’

’ 3 32
z z z

¢(an[oz1]f(2) Hy,[on +1]f(2) Hp[on +2)f(2). )

is analytic in U, and

1o (Bl Bl W) Bhlen +25C) )
then l
Hm[azl]f(z) <q(z), zel.
Proof. Case (i). By applying Theorem 1 we obtain H,ln[o;l]f(z) < qp(2)

Hylea]f(2)

U.
p <q(z), z¢€

Since g,(z) < ¢(2), we deduce
Case (ii). If we let
H! [ Z
) i) = py ),

then

D(pp(2), 21, (2), 2°P) (2); p2) = Y(p(p2), p2p (p2), p*22p" (p2); pz) € By (U).
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By using Theorem 1 and the comment associated with (14), with w(z) = pz,
we obtain p,(2) < q,(2), for p € (po, 1).

Hj,[on] f(2)

By letting p — 1 we obtain —™ <q(z), zel. O

The next two theorems yield best dominants of the differential subordina-
tion (16).

THEOREM 3. Let h be univalent in U and let ¢ : C3 x U — C. Suppose
that the differential equation

(17) U(a(2), 24'(2), %" (2); 2) = h(z),

has a solution q, with q(0) = 1, and one of the following conditions is satisfied:
(i) ¢ € Q and ¢ € ¥[h,q].
(ii) ¢ is univalent in U and ¢ € ¥[h,q,|, for some p € (0,1), or
(i) ¢ is univalent in U and there exists py € (0,1) such that 1 €

U[hy, qp] for all p € (po, 1).

If
HY0lf()
and ¥ (Hﬁm[a;]f(z)’ Hy,[an ;r 1]f(2)’ H%[&le]f(Z);z) is analytic in U,
and if
PO GO ACES IO AL TC N
then
LAEI

and q is best dominant.

Proof. By applying Corollary 1 and Theorem 2 we deduce that ¢ is a
dominant of (18). Since ¢ satisfies (17) it is a solution of (18) and therefore ¢
will be dominated by all dominants of (18). Hence ¢ will be the best dominant
of (18). O

2.2. Differential superordinations in the right half-plane
THEOREM 4. Let Q C {w € C: Re w > 0}, a1 > 0 let ¢ € H[1,n] and let
H! [oq]f(z
o oult gl 1 U E) ¢ 1) and

o (an[al]f(Z) Hy,[on +1]f(2) Hylon + 2]f(2);z>

R ACHCIR ACELICIR ACEL T



162 G.I. Oros and Gh. Oros 8

1s univalent in U, then

o0 ac {¢<H&[aﬂf(Z) Hiy o +111(2) H&[a1+2]f(2);z>}

) )
z z z

implies
o< o)
where H! [oq]f(2) is given by (1). )
Proof. Using (6), (8), (10), we have

o <an[a1]f(2) Hy,[on +1]f(2) Hy[on +2]f(2). )

b 9 b Z
z z zZ
21
(2 sl(s) ()

= v(p(z), 20/ (2), 2°p"(2); 2) = 3p(2) +

o aj(ag +1)
Then (20) becomes
(22) Q Cu(p(2),2p'(2), 2%p"(2); 2), zeU.
Assume l
o) A p(z) = LelUIE) iy

By Lemma B there exist points zg = r9e’ € U and ¢y € U \ E(q) and
m >n > 1, that satisfy conditions (i)-(iii) of Lemma B. Using these conditions

with = q(20) = p(Co), s = 204 (20) = mlop' (Co), t = ¢§p"(Co) and ¢ = ¢p in
Definition 6, we obtain

o (an[al]f(Zo)’ Hj, [on + Uf(zo)’ Hj, [on + 2] f (20) : Co)

(23) 20 20 20
= v(p(¢o) Gor' (0): 65" (C0); Go) € .
l
Since (23) contradicts (22), we must have ¢(z) < W, zeU. O

We next consider the special situation when h is analytic in U and h(U) =
Q2 # C. In this case, the class ¢, [h(U), ¢ is written as ¢, [h, ¢] and the following
result is an immediate consequence of Theorem 4.

THEOREM 5. Let ¢ € H[1,n], h be analytic in U, acy > 0 and ¢ € ¢plh,q].

If
l
Il ) ¢ gy
and ¢ <an[a1]f(z)’ Hin[al i 1]f(z)7 Hﬁn[al +2/() ; z> is univalent in U,
z z z
then

HLlon]f(2) Hl[an +1]f(2) Hploa +2]f(2) )

(24) h(z) < ¢ ( , , iz
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implies
Hl
q(z) ~ m[a;]f(z)7 e,
where H! [on]f(2) is given by (1).
EXAMPLE 2. Let
1 1-2
() = L2202
1-=2
From Theorem 5, if

1+ (1 - 20)2 <s0(15’7%[@1110(2) Hy,[on +1]f(2) Hplon +2)f(2). )

z
b )] )]
1—=2 z z z

0<a<l, h(U)={w e C; Re w > a}.

!

M =1+4piz+p+...,zeU.

Theorem 4 and Theorem 5 can only be used to obtain subordinants of a
differential superordination of the form (20) and (24). The following theorem
proves the existence of the best subordinant of (24) for certain ¢ and also
provides a method for finding the best subordinant.

then ¢(z) <

THEOREM 6. Let h be analytic in U and let ¢ : C> x U — C. Suppose that
the differential equation

(25) 0(q(2), 24 (2); 22¢" (2); 2) = h(2)

has a solution q € Q(1). If ¢ € ¢lh,q], W

@(Hmmuwxﬂmmwwv@yﬂum+ﬂﬂ@w>wummmnmUJMn
z z z

€ Q1) and

(26)  h(z) <@ (Hﬁl[azl]f(z)’ H! [ j l]f(z)’ H [y : Q]f(z);z>

implies
Hl
q(z) ~ m[a;]f(z)7 e,
where H! [on]f(2) is given by (1) and q is the best dominant.

Proof. Since ¢ € ¢lh,q], by applying Theorem 5 we deduce that ¢ is a
subordinant of (26). Since ¢ also satisfies (25) it is also a solution of the differ-
ential equation (26) and therefore all subordinants of (26) will be subordinate
to g. Hence ¢ will be the best subordinant of (26).

REMARK. The conclusion of the theorem can be written in the symmetric
form p(q(2), 2¢'(2), 22" (2); 2) < ¢(q(2), 2¢'(2), 22q" (2); z) implies q(2) < p(2),
zeU.

ExaMpPLE 3. If a; =1, m =0, [ =1 we have

Hy[1]f(2) = f(2), Hgl2f(2) = 2f'(2), H[3]f(2)

_ z2f”(z)

5 +zf'(2).
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Then
H/G) _f0) R BB )
z z z ’ z 2
and
o (BIE) R BIE), ) 10 g, )

Let z = cosa + isina, ¢(z) = 1 + z from which we deduce
g(cosa+isina) =1+ cosa+isina, ¢(U)C {w e C; Rew > 0}

and

z 2q"(z 142 1+ 3z
he)= L2 yog(ny 2B ¥z, 14382
z z z z

h(cosa +isina) = cosa+ 3 —isina,

h(U) ={w e C; Re w >3+ cosa} C {w e C; Re w > 0}.

1 3 1"
If Soz =< f(;) +2f(2) + M, then we deduce
z z
g2)=1+2z<14az+az3z®+..., zeU.
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