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Abstract. The purpose of this paper is to study the existence and uniqueness, data dependence

of the solutions of a boundary value problem with parameter for a system of functional-differential
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1. Introduction

We have the following problem: given f ∈ C([a, b] × Rm × Rm × Rm,Rm), φ ∈
C([a− h, a],Rm) and ψ ∈ C([b, b+ h],Rm), the problem is to determine

x ∈ (C(a− h, b+ h) ∩ C1[a, b];Rm)

and λ ∈ Rm such that:

x′(t) = f(t, x(t), x(t− h), x(t+ h)) + λ, t ∈ [a, b]. (1.1)

x(t) = φ(t), t ∈ [a− h, a],
x(t) = ψ(t), t ∈ [b, b+ h].

(1.2)

We suppose that:

(C1) a, b ∈ R, 0 < a < b, h > 0,
(C2) f ∈ C([a, b]× Rm × Rm × Rm,Rm), φ ∈ C([a− h, a],Rm) and

ψ ∈ C([b, b+ h],Rm),
(C3) there exists a matrix Lf ∈Mmm(R+) such that

|f(s, u1, u2, u3)− f(s, v1, v2, v3)| ≤ Lf (|u1 − v1|+ |u2 − v2|+ |u3 − v3|),
359
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for all t ∈ [a, b] and ui = (ui1, u
i
2, · · · , uim), vi = (vi1, v

i
2, · · · , vim) ∈ Rm,

i = 1, 2, 3, and where

|w| =

 |w1|
...
|wm|


The equations of type (1.1) come from different fields of applications as in optimal

control problem ([7]), in biomathematics ([13]) and others.
In 2004 I.A. Rus and V.A. Ilea studied in [12] the problem described above for

first order functional-differential equations with advanced and retarded arguments,
by applying fixed point theory and data dependence for (1.1)-(1.2). In 2007 V.A.
Ilea and M.A. Serban studied in [3] the existence of the solutions for the first order
functional differential equation with advanced and retarded argument, by applying
Maia’s type fixed point theorem, where the functions space is endowed with two
metrics. Using this technique we improved the contraction condition (Theorem 3.1
(ii)) from I.A. Rus, V.A. Dârzu-Ilea [12].

In this paper we continue the research in this field (advanced and retarded argu-
ments for functional differential equation) and develop the study to n populations,
with the specification that the populations are - in the same environment - prade or
predator. Existence, uniqueness for the Cauchy problem are obtained. Our results
are essentially based on Perov fixed point theorem and weakly Picard operator tech-
nique, which will be presented below [11, 13, 17]. The use of the Perov’s fixed point
theorem [5], [6], [4] generates an efficient technique to approach systems of functional
differential equations. We also continue the work of [3] and [12] with the study of
systems of functional differential equations of mixed arguments.

2. Preliminaries

Next, we introduce notation, definitions, and preliminary facts which are used
throughout this paper (see [8]–[12]).

Let (X,→) be a L-space and A : X → X an operator.
We shall use the following notations:
FA := {x ∈ X | A(x) = x} - the fixed points set of A;
I(A) := {Y ⊂ X | A(Y ) ⊂ Y, Y 6= ∅} - the family of nonempty invariant subsets of

A;
Am+1 := A ◦Am, A0 = 1X , A

1 = A, m ∈ N.

Definition 2.1. Let (X,→) be L-space. An operator A : X → X is a Picard operator
(PO) if there exists x∗ ∈ X such that:

(i) FA = {x∗};
(ii) the sequence (An(x0))n∈N converges to x∗ for all x0 ∈ X.

Definition 2.2. Let (X,→) be L-space. An operator A : X → X is a weakly Picard
operator (WPO) if the sequence (An(x))n∈N converges for all x ∈ X, and its limit
(which may depend on x) is a fixed point of A.
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Definition 2.3. If A is weakly Picard operator then we consider the operator A∞

defined by A∞ : X → X, A∞(x) := lim
n→∞

An(x). It is clear that A∞(X) = FA.

Let now (X, d) be a metric space with d(x, y) ∈ Rm+ and A : X → X an operator. In

what follow we denote by Rm×m+ the set of all m×m matrices with positive elements
and by I the identity m×m matrix.

Definition 2.4. Let A be a weakly Picard operator and C ∈ Rm×m+ . The operator
A is C -weakly Picard operator if

d(x,A∞(x)) ≤ Cd(x,A(x)), ∀x ∈ X.

Definition 2.5. A square matrix Q with nonnegative elements is said to be convergent
to zero if Qk → 0 as k → ∞. It is known that the property of being convergent to
zero is equivalent to each of the following three conditions (see [8]):

(a) I −Q is nonsingular and (I −Q)−1 = I +Q+Q2 + · · · (where I stands for
the unit matrix of the same order as Q);

(b) the eigenvalues of Q are located inside the open unit disc of the complex plane;
(c) I −Q is nonsingular and (I −Q)−1 has nonnegative elements.

We finish this section by recalling the following fundamental result.

Theorem 2.6. (Perov’s fixed point theorem). Let (X, d) with d(x, y) ∈ Rm+ , be a
complete generalized metric space and A : X → X an operator. We suppose that
there exists a matrix Q ∈ Rm×m+ , such that

(i) d(A(x), A(y)) ≤ Qd(x, y), for all x, y ∈ X;
(ii) Qn → 0 as n→∞.

Then

(a) FA = {x∗} and An(x)→ x∗ as n→∞, ∀x ∈ X;
(b) d(An(x), x∗) ≤ (I−Q)−1Qnd(x0, A(x0)) and d(x, x∗) ≤ (I−Q)−1d(x,A(x)).

3. Main result (Existence and uniqueness)

Let (x, λ) solution of (1.1)-(1.2).
We remark that the problem (1.1)-(1.2) is equivalent to the following equation:

x(t) =


φ(t), t ∈ [a− h, a]

φ(a) +
∫ t
a
f(s, x(s), x(s− h), x(s+ h))ds+ λ(t− a), t ∈ [a, b]

ψ(t), t ∈ [b, b+ h]
(3.1)

with

λ = ψ(b)−φ(a)
b−a − 1

b−a
∫ b
a
f(s, x(s), x(s− h), x(s+ h))ds (3.2)

So the problem (1.1)+(1.2) is equivalent with

x = B(x) and λ = second part of (3.2)
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where the operator B : C([a− h, b+ h],Rm)→ C([a− h, b+ h],Rm) has the form

B(x)(t) :=



φ(t), t ∈ [a− h, a]

φ(a) + t−a
b−a (ψ(b)− φ(a))−

− t−a
b−a

∫ b
a
f(s, x(s), x(s− h), x(s+ h))ds+

+
∫ t
a
f(s, x(s), x(s− h), x(s+ h))ds, t ∈ [a, b]

ψ(t), t ∈ [b, b+ h]

. (3.3)

By a solution of the system (1.1)-(1.2) we understand a function x ∈ C([a − h, b +
h], Rn) ∩ C1([a, b;Rm]) that verifies the system.

We also remark that the equation (1.1) is equivalent to the following equation:

x(t) =


x(t), t ∈ [a− h, a]

φ(a) +
∫ t
a
f(s, x(s), x(s− h), x(s+ h))ds+ λ(t− a), t ∈ [a, b]

x(t), t ∈ [b, b+ h]
(3.4)

and also

λ = ψ(b)−φ(a)
b−a − 1

b−a
∫ b
a
f(s, x(s), x(s− h), x(s+ h))ds (3.5)

We consider the operator Ef : C([a− h, b+ h],Rm)→ C([a− h, b+ h],Rm) with

Ef (x)(t) :=



x(t), t ∈ [a− h, a]

φ(a) + t−a
b−a (ψ(b)− φ(a))−

− t−a
b−a

∫ b
a
f(s, x(s), x(s− h), x(s+ h))ds+

+
∫ t
a
f(s, x(s), x(s− h), x(s+ h))ds, t ∈ [a, b]

x(t), t ∈ [b, b+ h]

(3.6)

Let X := (C[a− h, b+ h],Rm) and Xφ,ψ := {x ∈ X;x|[a−h,a] = φ, x|[b,b+h] = ψ}
Here we use Perov’s fixed point theorem to obtain existence and uniqueness theorem

for the solution of the problem (1.1)-(1.2).

Theorem 3.1. We suppose that:

(i) the conditions (C1)-(C3) are satisfied;
(ii) Qn → 0 as n→∞, where Q := 6(b− a)Lf

Then:

(a) the problem (1.1)-(1.2) has a unique solution x∗ ∈ C1([a, b],R1);
(b) for all x0 ∈ C1([a, b],R1), the sequence (xn)n∈N defined by xn+1 = A(xn),

converges uniformly to x∗, for all t ∈ [a, b], and

‖xn − x∗‖ ≤ (I −Q)−1Qn
∥∥x0 − x1∥∥ ;

(c) the operator B is Picard operator in (C([a− h, b+ h],Rm),
unif−→);

(d) the operator Ef is weakly Picard operator in (C([a−h, b+ h],Rm),
unif−→).
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Proof. Consider on the generalized Banach space X := C([a−h, b+h],Rm) the norm

‖u‖ :=

 max[a−h,b+h] |u1|
...

max[a−h,b+h] |um|

 ,

which endows X with the uniform convergence.
Let Xφ,ψ := {x ∈ X;x|[a−h,a] = φ, x|[b,b+h] = ψ}.
Then X = ∪x∈C([a−h,b+h],Rn)Xφ,ψ is a partition of X and from [11] we have

(1) B(X) ⊂ Xφ,ψ, B(Xφ,ψ) ⊂ Xφ,ψ;
(2) B|Xφ,ψ = Ef |Xφ,ψ .

On the other hand, for t ∈ [a− h, a] ∪ [a, b] ∪ [b, b+ h]

‖B(x1)−B(x2)‖ ≤ 6(b− a)Lf ‖x1 − x2‖ ,

whence B is a contraction in (X, ‖·‖) with Q = 6(b− a)Lf . Applying Perov theorem
we have (a), (b) and (c). Moreover the operator B is c-PO and Ef is c-WPO with

c = [1− 6(b− a)Lf ]
−1
. �

4. Data dependence: continuity

Consider the problem (1.1)-(1.2) with the dates f i ∈ C([a, b]×Rn×Rn×Rn,Rn),
i = 1, 2 and suppose that f i satisfy the conditions from Theorem 3.1 with the same
Lipshitz constants.

Theorem 4.1. Let f i ∈ C([a, b] × Rm × Rm × Rm,Rm), φi ∈ C([a − h, a], Rn) and
ψi ∈ C([b, b+ h], Rn), i = 1, 2 be as in Theorem 3.1. We suppose that

(i) there exists η1, η2 > 0 such that∣∣∣∣(φ1ψ1

)
(t)−

(
φ2

ψ2

)
(t)

∣∣∣∣ ≤ (η1η2
)
, ∀t ∈ [a− h, a] ∪ [b, b+ h];

(ii) there exists η3 > 0 such that∣∣f1(t, u1, u2, u3, u4)− f2(t, u1, u2, u3, u4)
∣∣ ≤ η3,∀t ∈ [a, b], ui ∈ R, i=1, 4.

Then∥∥x∗(·, φ1, ψ1, f1)− x∗(·, φ2, ψ2, f2)
∥∥ ≤ (I −Q)−1 max

[a−h,b+h]
(η1, (η2 + (b− a)η3),

where x∗(·, φ, ψ, f) denote the unique solution of (1.1)-(1.2).

Proof. Consider the operators Bφi,fi , with i = 1, 2. From Theorem 3.1 it follows∥∥Bφ1,f1x1 −Bφ1,f1x2
∥∥ ≤ Q ‖x1 − x2‖ ,∀xi ∈ X.

where Q := 6(b− a)Lf .
Additionally, ∥∥Bφ1,f1x−Bφ2,f2x

∥∥ ≤ η2 + (b− a)η3, t ∈ [a, b],∥∥Bφ1,f1x−Bφ2,f2x
∥∥ ≤ η1, t ∈ [a− h, a] and

∥∥Bφ1,f1x−Bφ2,f2x
∥∥ ≤ η2, t ∈ [b, b+ h].
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Thus ∥∥Bφ1,f1x−Bφ2,f2x
∥∥ ≤ max

[a−h,b+h]
(η1, η2 + (b− a)η3).

So ∥∥x∗(·, φ1, ψ1, f1)− x∗(·, φ2, ψ2, f2)
∥∥

=
∥∥Bφ1,f1(x∗(·, φ1, ψ1, f1))−Bφ2,f2(x∗(·, φ2, ψ2, f2))

∥∥
≤
∥∥Bφ1,f1x∗(·, φ1, ψ1, f1)−Bφ1,f1x∗(·, φ2, ψ2, f2)

∥∥
+
∥∥Bφ1,f1x∗(·, φ2, ψ2, f2)−Bφ2,f2x∗(·, φ2, ψ2, f2)

∥∥
≤ Q

∥∥x∗(·, φ1, ψ1, f1)− x∗(·, φ2, ψ2, f2)
∥∥+ max(η1, η2 + (b− a)η3)

and because Qn → ∞ as n → ∞ imply that (I − Q)−1 ∈ Rm×m+ , we have the
conclusion of the theorem

‖x∗(·, φ1, ψ1, f1)− x∗(·, φ2, ψ2, f2)‖ ≤ (I −Q)−1η

where η ∈ Rm+ is such that η11 ≤ η and η2 + (b− a)η3 ≤ η. �

5. Data dependence: comparison results

In order to establish the Čaplygin type inequalities we need the following abstract
result.

Lemma 5.1. (see [9]) Let (X,→,≤) be an ordered L-space and A : X → X an
operator. Suppose that A is increasing and WPO. Then the operator A∞ is increasing.

Now we consider the operators B and Ef on the ordered Banach space (C([a −
h, b+h],Rm), ‖·‖ ,≤) where we consider the following order relation on Rm: x ≤ y ⇔
xi ≤ yi, i = 1,m.

Theorem 5.2. Suppose that:

(a) the conditions of Theorem 3.1 are satisfied;
(b) Qn → 0, as n→∞, where Q := 6(b− a)Lf ;
(c) f(t, ·) : Rm → Rm, g(t, ·) : Rm → Rm are increasing, ∀t ∈ [a, b].

Let x be a solution of the system (1.1) and y a solution of the inequality

y′(t) ≤ f(t, y(t), y(t− h), y(t+ h)) + λ, t ∈ [a, b].

Then y(a) ≤ x(a) implies that y ≤ x.

Proof. From 3.1(d) we have that Ef is WPO. On the other hand, from the condition
(c) and Lemma 5.1 we get that the operator E∞f is increasing. If x0 ∈ Rm, then we
denote by x̃0 the following function

x̃0 : [a, b]→ Rm, x̃0(t) = x0, ∀t ∈ [a, b].

Hence y ≤ Ef (y) ≤ E2
f (y) ≤ . . . ≤ E∞f (y) = E∞f (ỹ(a)) ≤ E∞f (x̃(a)) = x. �

In order to study the monotony of the solution of the problem (1.1)–(1.2) with
respect to x0, f, g we need the following result from WPOs theory.
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Lemma 5.3. (Abstract comparison lemma, [10]) Let (X,→,≤) be an ordered L-space
and A,B,C : X → X be such that:

(i) the operator A,B,C are WPOs;
(ii) A ≤ B ≤ C;
(iii) the operator B is increasing.

Then x ≤ y ≤ z imply that A∞(x) ≤ B∞(y) ≤ C∞(z).

From this abstract result we obtain the following result:

Theorem 5.4. Let f j , gj ∈ C([a, b]×Rm,Rm), j = 1, 3, and suppose that conditions
the conditions from Theorem 3.1 holds. Furthermore suppose that:

(i) f1 ≤ f2 ≤ f3, g1 ≤ g2 ≤ g3;
(ii) f2(t, ·) : Rm → Rm, g2(t, ·) : Rm → Rm are increasing.

Let xj be a solution of the equation

xj′(t) = f(t, xj′(t), xj′(t− h), xj′(t+ h)) + λ, t ∈ [a, b] and j = 1, 3.

Then x1(a) ≤ x2(a) ≤ x3(a), implies x1 ≤ x2 ≤ x3, i.e. the unique solution of the
problem (1.1)–(1.2) is increasing with respect to x0, f and g.

Proof. From 3.1, the operators Ef j , j = 1, 3, are WPOs. From the condition (ii) the

operator Ef 2 is monotone increasing. From the condition (i) it follows that Ef 1 ≤
Ef 2 ≤ Ef 3. Let x̃j(a) ∈ (C[a, b],Rm) be defined by x̃j(a) = xj(a), ∀t ∈ [a, b]. We
notice that

x̃1(a)(t) ≤ x̃2(a)(t) ≤ x̃3(a)(t), ∀t ∈ [a, b].

From Lemma 5.3 we have that Ef
∞
1 (x̃1(a)) ≤ Ef

∞
2 (x̃2(a)) ≤ Ef

∞
3 (x̃3(a)). But

xj = Ef
∞
j (x̃j(a)), so x1 ≤ x2 ≤ x3. �

6. Gronwall lemmas

In this section we study the following inequalities

x′(t) ≤ f(t, x(t), x(t− h), x(t+ h)) + λ, t ∈ [a, b], (6.1)

and
x′(t) ≥ f(t, x(t), x(t− h), x(t+ h)) + λ, t ∈ [a, b], (6.2)

using the Abstract Gronwall Lemma and Abstract Gronwall-comparison Lemma.

Lemma 6.1. (I.A. Rus [10]) (Abstract Gronwall lemma) Let (X,→,≤) be an ordered
L-space and A : X → X be an operator. We assume that A is PO and it is increasing.

If we denote by x∗A the unique fixed point of A, then x ≤ A(x) ⇒ x ≤ x∗A and
x ≥ A(x)⇒ x ≥ x∗A.

Lemma 6.2. (I.A. Rus [10]) (Abstract Gronwall-comparison lemma) Let (X,→,≤)
be an ordered L-space and A1, A2 : X → X be two operator. We assume that A and
B are PO, A is increasing and A ≤ B.

If we denote by x∗B the unique fixed point of B, then x ≤ A(x)⇒ x ≤ x∗B.

Theorem 6.3. We consider the equation (1.1) with conditions (1.2). We assume
that:
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(i) f, g satisfy the condition (i) and (ii) from Theorem 3.1;
(ii) f(t, ·) : Rm → Rm, g(t, ·) : Rm → Rm are increasing functions , ∀t ∈ [a, b].

Then we have:

(a) If x is a solution of (6.1) then x ≤ x∗, where x∗ is the unique solution of
(1.1)-(1.2);

(b) If x is a solution of (6.2) then x ≥ x∗, where x∗ is the unique solution of
(1.1)-(1.2).

Proof. We consider the operator B defined by (3.3). From Theorem 3.1 we have that
B is PO, if x∗ is the unique solution of (1.1)-(1.2) then FB = {x∗}. Conditions (i)
and (ii) imply that B is increasing. In terms of the operator B the inequality (6.1) is
x ≤ B(x), ∀x ∈ (C[a, b],Rm) and the inequality (6.2) is x ≥ B(x), ∀x ∈ (C[a, b],Rm).
The conclusion is obtained from Abstract Gronwall lemma. �
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Bolyai Math., 50(2005), no. 2, 29-41.

[2] V.A. Ilea, D. Otrocol, On a D.V. Ionescu’s problem for functional-differential equations, Fixed
Point Theory, 10(2009), No. 1, 125-140.
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