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Abstract. Control of impulsive differential equations appear naturally in physical phenomena. Most

often these phenomena take place during a finite time interval. This leads to the study of boundary

value problems for control of impulsive differential equations. In this paper we address the problem
of existence of solutions of control of impulsive differential equations of second order subjected to

two-point boundary conditions. Our approach is based on the Granas topological transversality

theorem and the Schauder fixed point theorem. The uniqueness of solutions is also discussed.
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1. Introduction

Many processes in the applied sciences are described by differential equations hav-
ing smooth solutions. However, the situation is quite different in many physical
phenomena that are subject to sudden changes in their states, such as mechani-
cal systems with impact, biological systems (for instance heart beats, blood flows),
population dynamics, theoretical physics, radiophysics, pharmacokinetics, mathemat-
ical economy, chemical technology, electric technology, metallurgy, ecology, industrial
robotics, biotechnology, and so on. The appropriate mathematical models of such
processes are systems of differential equations with impulses (see [2], [7], [12]). The
theory of impulsive differential equations was introduced by V. D. Milman and A.
D. Mishkis (see [9]). It was pointed out in [14] that impulsive control systems can
be classified into three types depending on the control vectors. The control input in
the first type takes place at the sudden change of some state variables. In the sec-
ond type there are two kinds of control inputs continuous control input, which works
on all the state variables, and impulsive control input, which works at the sudden
change. Finally, in the third type the system is an impulsive system and the control
is continuous.
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In this paper we consider the following second order impulsive control system
ẍ (t) = F (t, x (t) , ẋ (t)), t ∈ [0, T ]− {t1, t2, ..., tm},
∆x(tk) = Uk(x(tk)), k = 1, 2, ...,m,

∆ẋ(tk) = Vk(ẋ(tk)), k = 1, 2, ...,m,

x(0) = x(T ) = 0,

(1.1)

where x ∈ Rn is the state variable; F : R+×Rn×Rn → Rn is a piecewise continuous
function; x(t+k ) and x(t−k ) represent the right limit and left limit, respectively, of the

state at t = tk, ∆x(tk) = x(t+k ) − x(t−k ), k = 1, 2, ...,m. The numbers tk are called
instants (or moments) of impulse and satisfy 0 < t1 < t2 < ... < tm < T . Uk and Vk
are impulsive controls and represent the jumps of the state at each tk. Notice that the
moments of impulse may be fixed or may depend on the state of the system. In our
study we will be concerned with fixed moments only. We refer the reader interested in
the study of second order impulsive boundary value problems to the following papers
and the references therein ([1], [3], [5], [6], [8], [11], [13]).

The paper is organized as follows. Section 2 is devoted to the study of the linear
system corresponding to (1.1). In section 3 we state and prove the main results about
the existence of solutions for (1.1).

2. Linear Problem

In this section we introduce some definitions and notations that will be used in the
remainder of the paper. Then, we study the linear problem, which plays an important
role in our investigation.

Let J denote the real interval [0, T ]. For i = 1, 2, ...m, consider the points
t1, t2, t3, ..., tm such that 0 < t1 < t2 < ... < tm < T . If I = {ti : i = 1, 2, ...,m} let
J ′ = J−I. PC(J) denotes the space of all functions x : J → Rn continuous on J ′, and
for i = 1, 2, ...,m, x(t+i ) = lim

ε→0+
x(ti + ε) and x(t−i ) = lim

ε→0
x(ti − ε) exist, and x(t−i ) =

x(ti). This is a Banach space when equipped with the sup-norm, i.e. ‖x‖0 = sup
t∈J
‖x(t)‖

where ‖x(·)‖ is any norm in Rn. Similarly, PC1(J) is the space of all functions x ∈
PC(J), x is continuously differentiable on J ′, and for i = 1, 2, ...,m, ẋ(t+i ) and ẋ(t−i )
exist and ẋ(ti) = ẋ(t−i ). For x ∈ PC1(J) we define its norm by ‖x‖1 = ‖x‖0 + ‖ẋ‖0 .
Then

(
PC1(I), ‖·‖1

)
is a Banach space.

We now consider the corresponding linear problem to (1.1).
ẍ (t) = f(t), t 6= tk, t ∈ [0, T ],

∆x(tk) = Uk(tk), k = 1, 2, ...,m,

∆ẋ(tk) = Vk(tk), k = 1, 2, ...,m,

x(0) = x(T ) = 0,

(2.1)

where x ∈ Rn is the state variable; Uk and Vk are impulsive controls and for every
k; k = 1, 2, ...,m; 0 < t1 < t2 < ... < tk < ... < T .



SECOND ORDER IMPULSIVE CONTROL PROBLEMS 25

In order to study (2.1), we first consider the problem without impulses{
ẍ (t) = f(t), t ∈ [0, T ],

x(0) = x(T ) = 0
(2.2)

It is well known that any solution of (2.2) is given by

x(t) =

∫ T

0

G(t, s)f(s)ds,

where G(., .) : [0, T ]2 → R is the Green’s function and is given by

G(t, s) =

{
s(t−T )
T , 0 ≤ s < t ≤ T ;

t(s−T )
T , 0 ≤ t ≤ s ≤ T.

(2.3)

Remark 2.1. The Green’s function G(t, s) and its derivatives have the following
properties

(i) 0 ≤ |G(t, s)| ≤ T
4 .

(ii)

∫ T

0

|G(t, s)| ds ≤ T 2

8
.

(iii)

∫ T

0

∣∣∣∣∂G∂t (t, s)

∣∣∣∣ ds ≤ T

2
.

(iv)

∣∣∣∣∂G∂t (t, s)

∣∣∣∣ ≤ 1 and

∣∣∣∣∂G∂s (t, s)

∣∣∣∣ ≤ 1

(v)

∣∣∣∣ ∂2G∂s∂t

∣∣∣∣ =
1

T
.

Lemma 2.2. The solution of problem (2.1) is given by

x(t) =

∫ T

0

G(t, s)f(s)ds−
m∑
k=1

∂G(t, tk)

∂s
Uk(tk) +

m∑
k=1

G(t, tk)Vk(tk). (2.4)

Proof. We shall use the superposition principle, and write x(t) = y(t) + z(t) + w(t),
where y(t) solves the problem

ÿ (t) = f(t), t ∈ J ′,
∆y(tk) = 0, k = 1, 2, ...,m,

∆ẏ(tk) = 0, k = 1, 2, ...,m,

y(0) = y(T ) = 0,

(2.5)

z(t) solves the problem 
z̈ (t) = 0 , t ∈ J ′,
∆z(tk) = Uk(tk), k = 1, 2, ...,m,

∆ż(tk) = 0, k = 1, 2, ...,m,

z(0) = z(T ) = 0,

(2.6)
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and w(t) solves the problem
ẅ (t) = 0 , t ∈ J ′,
∆w(tk) = 0, k = 1, 2, ...,m,

∆ẇ(tk) = Vk(tk), k = 1, 2, ...,m,

w(0) = w(T ) = 0.

(2.7)

Then simple computations lead to (2.4).

3. Nonlinear Problem

In this section we will present our main results on the existence of solutions for
nonlinear boundary value problems for second order impulsive control systems.

Consider the problem
ẍ (t) = F (t, x (t) , ẋ (t)), t ∈ J ′,
∆x(tk) = Uk(x(tk)), k = 1, 2, ...,m,

∆ẋ(tk) = Vk(ẋ(tk)), k = 1, 2, ...,m,

x(0) = x(T ) = 0,

(3.1)

where x ∈ Rn is the state variable; F : R+×Rn×Rn → Rn is a piecewise continuous
function; Uk and Vk are impulsive controls with 0 < t1 < t2 < ... < tm < T .

It follows from Lemma (2) that any solution of (3.1) satisfies

x(t) =

∫ T

0

G(t, s)F (s, x(s), ẋ(s))ds−
m∑
k=1

∂G(t, tk)

∂s
Uk(x(tk))

+

m∑
k=1

G(t, tk)Vk(ẋ(tk)). (3.2)

Theorem 3.1. Assume that the following conditions hold
(H1) F (·, x, y) is continuous on J ′ and F (t, ·, ·) satisfies a Lipschitz condition

‖F (t, x1, y1)− F (t, x2, y2)‖ ≤ α ‖x1 − y1‖+ β ‖x2 − y2‖ .

(H2) Uk, Vk are Lipschitz continuous with Lipschitz constant lk and pk, k =
1, 2, ...,m, respectively, with

δ := max{(1 +
1

T
)
m∑
k=1

lk, (
T

4
+ 1)

m∑
k=1

pk} < 1,

(H3) γT (T + 4) < 8(1− δ), where γ = max{α, β}.
Then problem (3.1) has a unique solution.
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Proof. Define an operator ϕ : PC1(J)→ PC1(J) by

(ϕx)(t) =

∫ T

0

G(t, s)F (s, x(s), ẋ(s))ds−
m∑
k=1

∂G(t, tk)

∂s
Uk(x(tk))

+

m∑
k=1

G(t, tk)Vk(ẋ(tk)).

It is clear that any solution of (3.1) is a fixed point of ϕ and vice-versa. We shall
show that ϕ is a contraction. Let x, y ∈ PC1(J), then

‖ϕ(x (t))− ϕ(y (t))‖ ≤
∫ T

0

|G(t, s)| ‖F (s, x(s), ẋ(s))− F (s, y(s), ẏ(s))‖ ds

+

m∑
k=1

∣∣∣∣∂G(t, tk)

∂s

∣∣∣∣ ‖Uk(x(tk))− Uk(y(tk))‖

+

m∑
k=1

|G(t, tk)| ‖Vk(ẋ(tk))− Vk(ẏ(tk))‖

≤
∫ T

0

|G(t, s)| (α ‖x (s)− y (s)‖+ β ‖ẋ (s)− ẏ (s)‖)ds

+

m∑
k=1

∣∣∣∣∂G(t, tk)

∂s

∣∣∣∣ lk ‖x (tk)− y (tk)‖

+

m∑
k=1

|G(t, tk)| pk ‖ẋ (tk)− ẏ (tk)‖ .

Now, using conditions (H1), (H2) and the above remark we get

‖ϕ(x)− ϕ(y)‖0 ≤ γ
T 2

8
‖x− y‖1 +

m∑
k=1

lk ‖x− y‖0 +
T

4

m∑
k=1

pk ‖ẋ− ẏ‖0 . (3.3)

Next, we have that

d

dt
ϕ (x) (t) =

∫ T

0

Gt(t, s)F (s, x(s), ẋ(s))ds−
m∑
k=1

∂2G(t, tk)

∂t∂s
Uk(x(tk))

+

m∑
k=1

Gt(t, tk)Vk(ẋ(tk)).
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The above inequality implies∥∥∥∥ ddtϕ(x)− d

dt
ϕ(y)

∥∥∥∥
0

≤ sup
t∈J
{
∫ T

0

|Gt(t, s)| [α ‖x− y‖0 + β ‖ẋ− ẏ‖0]ds

+

m∑
k=1

∣∣∣∣∂2G(t, tk)

∂t∂s

∣∣∣∣ ‖Uk(x)− Uk(y)‖0

+

m∑
k=1

|Gt(t, tk)| ‖Vk(ẋ)− Vk(ẏ)‖0}.

Hence∥∥∥∥ ddtϕx− d

dt
ϕy

∥∥∥∥
0

≤ γ T
2
‖x− y‖1 +

m∑
k=1

1

T
lk ‖x− y‖0 +

m∑
k=1

pk ‖ẋ− ẏ‖0 . (3.4)

From (3.3) and (3.4) we get

‖ϕx− ϕy‖1 = ‖ϕ(x)− ϕ(y)‖0 +

∥∥∥∥ ddtϕ(x)− d

dt
ϕ(y)

∥∥∥∥
0

≤ γ(
T 2

8
+
T

2
) ‖x− y‖1 + (1 +

1

T
)

m∑
k=1

lk ‖x− y‖0

+ (
T

4
+ 1)

m∑
k=1

pk ‖ẋ− ẏ‖0 .

Letting δ = max{(1 + 1
T )
∑m
k=1 lk, (T4 + 1)

∑m
k=1 pk} we get

‖ϕx− ϕy‖1 ≤ (γ(
T 2

8
+
T

2
) + δ) ‖x− y‖1 .

It follows from condition (H3) that ϕ is contraction. By the Banach fixed point
theorem ϕ has a unique fixed point x, which is the unique solution of (3.1).
Example 3.2. Consider the impulsive control system

ẍ(t) = 1
2 cosx(t), t 6= tk, t ∈ J,

∆x(tk) = 5
32kx(tk), k = 1, 2,

∆ẋ(tk) = k
8 ẋ(tk), k = 1, 2,

x(0) = x(1) = 0,

(3.5)

where J = [0, 1], t1 = 1
2 , t2 = 3

4 . We see that γ = 1
2 and δ = 15

32 . So, for (3.5) we

conclude that there is a unique solution. While, if we take ∆x(tk) = 1
k+1x(tk) and

∆ẋ(tk) = 1
2k+1 ẋ(tk) we find γ = 1

2 and δ = 5
3 ; so we cannot conclude any thing about

uniqueness since (H3) is not satisfied.
Theorem 3.3. Suppose the following conditions hold
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(H4) F (·, x, y) : J → Rn is continuous on J ′, there exists h : J × R+ → R+, a
Caratheodory function, nondecreasing with respect to its second argument such that

‖F (t, x, y)‖ ≤ h(t, ‖x‖+ ‖y‖), for all x, y ∈ Rn and a.e. t ∈ [0, T ].

(H5) Uk : Rn → Rn is continuous and there exists lk > 0 such that

‖Uk(x)‖0 ≤ lk, k = 1, 2, ...,m.

(H6) Vk : Rn → Rn is continuous and there exists pk > 0 such that

‖Vk(x)‖0 ≤ pk, k = 1, 2, ...,m.

(H7) lim
ρ→+∞

sup 1
ρ

(∫ T
0
h(t, ρ)dt+

∑m
k=1

((
4(T+1)
T (T+4)

)
lk + pk

))
< 4

T+4

Then System (3.1) has at least one solution.
Proof. The proof is given in two steps.
Step 1. A priori bound on solutions. Recall that solutions of (3.1) satisfy

x(t) =

∫ T

0

G(t, s)F (s, x(s), ẋ(s))ds−
m∑
k=1

∂G(t, tk)

∂s
Uk(x(tk))

+

m∑
k=1

G(t, tk)Vk(ẋ(tk)),

and

ẋ(t) =

∫ T

0

Gt(t, s)F (s, x(s), ẋ(s))ds−
m∑
k=1

∂2G(t, tk)

∂t∂s
Uk(x(tk))

+

m∑
k=1

Gt(t, tk)Vk(ẋ(tk)).

It is easy to see that

‖x(t)‖ ≤ T

4

∫ T

0

‖F (s, x(s), ẋ(s))‖ ds+

m∑
k=1

‖Uk(x(tk))‖+
T

4

m∑
k=1

‖Vk(ẋ(tk))‖ ,

and

‖ẋ(t)‖ ≤
∫ T

0

‖F (s, x(s), ẋ(s))‖ ds+
1

T

m∑
k=1

‖Uk(x(tk))‖+

m∑
k=1

‖Vk(ẋ(tk))‖ .

Conditions (H4), (H5) and (H6) lead to

‖x‖0 + ‖ẋ‖0 ≤ (
T

4
+ 1)

∫ T

0

h(s, ‖x‖0 + ‖ẋ‖0)ds+

m∑
k=1

((1 +
1

T
)lk + (

T

4
+ 1)pk).

Since ‖x‖1 = ‖x‖0 + ‖ẋ‖0 and h is nondecreasing, then

‖x‖1 ≤ (
T

4
+ 1)

∫ T

0

h(s, ‖x‖1)ds+

m∑
k=1

((1 +
1

T
)lk + (

T

4
+ 1)pk).

Let
ρ0 = ‖x‖1 .
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Then the above inequality gives

4

(T + 4)
≤ 1

ρ0

(∫ T

0

h(s, ρ0)ds+

m∑
k=1

((
4(T + 1)

T (T + 4)

)
lk + pk

))
. (3.6)

Condition (H7) implies that there exists r > 0 such that for all ρ > r we have

1

ρ

(∫ T

0

h(s, ρ)ds+

m∑
k=1

((
4(T + 1)

T (T + 4)

)
lk + pk

))
<

4

(T + 4)
. (3.7)

Comparing (3.6) and (3.7) we can see that ρ0 ≤ r . Hence, all possible solutions of
(3.1) satisfy

‖x‖1 ≤ r .
Step 2. Existence of solutions. Let Ω = {x ∈ PC1(J) : ‖x‖1 < r + 1}. Then Ω is an
open convex subset of PC1(J).
Define an operator H : [0, 1]× Ω→ PC1(J) by

H(λ, x)(t) = λ

∫ T

0

G(t, s)F (s, x(s), ẋ(s))ds− λ
m∑
k=1

∂G(t, tk)

∂t
Uk(x(tk))

+ λ

m∑
k=1

G(t, tk)Vk(ẋ(tk)), 0 ≤ λ ≤ 1.

H(λ, ·) : Ω̄ → PC1(J) is compact since it is the sum of two operators, the first one
is a compact integral operator with kernel the Green’s function, and the second is a
finite rank operator, which is also compact (see [10], [6]). Also, it follows from the
previous step that H(λ.·) has no fixed point on ∂Ω, the boundary of Ω. Consequently,
see [4], H(λ, ·) is an admissible homotopy between the constant map H(0, ·) ≡ 0 and
H(1, ·) ≡ ϕ. Since H(0, ·) is essential then H(1, ·) is essential, which implies that
ϕ ≡ H(1, ·) has a fixed point in Ω. This fixed point is a solution of our problem.
Theorem 3.4. Suppose the following conditions hold

(H8) there exists h ∈ L1(J) such that

‖F (t, x, y)‖ ≤ h(t) for all x, y ∈ Rn and a.e. t ∈ [0, T ]..

(H9) Uk : Rn → Rn is continuous and there exists αk > 0 such that

‖Uk(x)‖0 ≤ αk ‖x‖0 , k = 1, 2, ...,m.

(H10) Vk : Rn → Rn is continuous and there exists βk > 0 such that

‖Vk(y)‖0 ≤ βk ‖y‖0 , k = 1, 2, ...,m.

(H11) µ < 1, where µ = max
{(

1 + 1
T

)∑m
k=1 αk, (

T
4 + 1)

∑m
k=1 βk

}
.

Then system (3.1) has at least one solution.
Proof. We proceed as in step 1 of the proof of the previous result to obtain a priori
bound on solutions. It is clear that

‖x(t)‖ ≤ T

4

∫ T

0

‖F (s, x(s), ẋ(s))‖ ds+

m∑
k=1

‖Uk(x(tk))‖+
T

4

m∑
k=1

‖Vk(ẋ(tk))‖ ,
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and

‖ẋ(t)‖ ≤
∫ T

0

‖F (s, x(s), ẋ(s))‖ ds+
1

T

m∑
k=1

‖Uk(x(tk))‖+

m∑
k=1

‖Vk(ẋ(tk))‖ .

(H8), (H9) and (H10) imply

‖x‖0 + ‖ẋ‖0 ≤ (
T

4
+ 1) ‖h‖L1 +

m∑
k=1

((
1 +

1

T

)
αk ‖x‖0 +

(
T

4
+ 1

)
βk ‖ẋ‖0

)
.

Letting µ = max
{(

1 + 1
T

)∑m
k=1 αk, (

T
4 + 1)

∑m
k=1 βk

}
we get

‖x‖1 ≤ (
T

4
+ 1) ‖h‖L1 + µ ‖x‖1 .

Then

(1− µ) ‖x‖1 ≤ (
T + 4

4
) ‖h‖L1 .

Condition (H11) gives

‖x‖1 ≤
(T + 4)

4(1− µ)
‖h‖L1 .

Step 2. Existence of solutions. Define a nonlinear operator ψ : PC1(J)→ X0 where
X0 := {x ∈ PC1(J) : x(0) = x(T ) = 0} by

(ψ (x))(t) =

∫ T

0

G(t, s)F (s, x(s), ẋ(s))ds−
m∑
k=1

∂G(t, tk)

∂s
Uk(x(tk))

+

m∑
k=1

G(t, tk)Vk(ẋ(tk)).

Let D := {x ∈ X0 : ‖x‖1 ≤
(T+4)
4(1−µ) ‖h‖L1}. We can prove that ψ is continuous, maps

the closed convex set D into itself and ψ(D) is compact. By the Schauder fixed point
theorem, we conclude that ψ has a fixed point in D, which is a solution of our problem
(3.1).
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