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#### Abstract

We provide an iterative method for finding a common solution of a finite family of equilibrium problems and of a fixed point problem, and prove its strong convergence. Our method extends an implicit method of Colao, et al. (Nonlinear Anal. 71 (2009), no. 7-8, 2708-2715) to an explicit method (in the case of a single nonexpansive mapping). Key Words and Phrases: Equilibrium problem, fixed point, iterative method, nonexpansive mapping, projection, variational inequality. 2010 Mathematics Subject Classification: 47H09, 47H10, 47J20, 49J30.


## 1. Introduction

Equilibrium problems (EPs) have recently been received a great amount of investigation. An equilibrium problem can be formulated as finding a point $x^{*}$ satisfying the property $[2,3]$ :

$$
\begin{equation*}
x^{*} \in C, \quad G\left(x^{*}, y\right) \geq 0, \quad y \in C \tag{1.1}
\end{equation*}
$$

where $C$ is a nonempty closed convex subset of a real Hilbert space $H$ with inner product $\langle\cdot, \cdot\rangle$ and norm $\|\cdot\|$, respectively, and $G: C \times C \rightarrow \mathbb{R}$ is a so-called bifunction function.

The solution set of $\mathrm{EP}(1.1)$ is denoted as $\operatorname{EP}(G)$; namely,

$$
\begin{equation*}
\operatorname{EP}(G):=\{x \in C: G(x, y) \geq 0 \forall y \in C\} \tag{1.2}
\end{equation*}
$$

To solve EP (1.1), the following conditions on the bifunction $G$ are assumed in literature:

[^0]$\left(A_{1}\right) G(x, x)=0$ for all $x \in C$;
$\left(A_{2}\right) G$ is monotone, i.e., $G(x, y)+G(y, x) \leq 0$ for all $x, y \in C$;
$\left(A_{3}\right)$ for each $x, y, z \in C, \lim _{t \rightarrow 0} G(t z+(1-t) x, y) \leq G(x, y)$;
$\left(A_{4}\right)$ for each $x \in C, y \mapsto G(x, y)$ is convex and lower semicontinuous.
On the other hand, fixed point problems (FPPs) [11] have widely been investigated. A fixed point problem is formulating as finding a point $\hat{x}$ with the property:
\[

$$
\begin{equation*}
T \hat{x}=\hat{x} \tag{1.3}
\end{equation*}
$$

\]

where $T: C \rightarrow C$ is a (nonlinear) mapping. The solution set of (1.3) (or fixed point set of $T$ ) is denoted as Fix $(T)$. Of course, to solve FPP (1.3), the (possibly noncompact) operator $T$ is assumed to be nonexpansive:

$$
\|T x-T y\| \leq\|x-y\|, \quad x, y \in C .
$$

Recently, iterative methods have been developed to find a common solution of EPs and FPPs; namely, find an $x^{*}$ with the property:

$$
\begin{equation*}
x^{*} \in\left(\bigcap_{j=1}^{N} E P\left(G_{j}\right)\right) \bigcap\left(\bigcap_{l=1}^{M} F i x\left(T_{l}\right)\right) \tag{1.4}
\end{equation*}
$$

where $N, M \geq 1$ are integers, and where $\left\{G_{j}\right\}_{j=1}^{N}$ and $\left\{T_{l}\right\}_{l=1}^{M}$ are bifunctions and nonexpansive mappings on $C$, respectively. For the sake of simplicity, we will consider in this paper the case of a single nonexpansive (i.e., $M=1$ ); namely, the problem of finding an $x^{*}$ with the property:

$$
\begin{equation*}
x^{*} \in\left(\bigcap_{j=1}^{N} E P\left(G_{j}\right)\right) \cap F i x(W) \tag{1.5}
\end{equation*}
$$

where $W$ is a nonexpansive mapping on $C$.
One of the key tools to iteratively study problem (1.5) (or the more complicated (1.4)) is Combettes and Hirstoaga's ([9]) firmly nonexpansive mapping $S_{r}$ associating with a bifunction $G$ (see Lemma 2.2 in the next section). This enables that several implicit or explicit iterative methods have been invented for solving (1.4) and (1.5). For instance, Colao et al. [8] introduced an implicit method that generates a sequence $\left\{x_{n}\right\}$ via the implicit relation:

$$
\begin{equation*}
x_{n}=\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) W S_{r_{1, n}}^{1} S_{r_{2, n}}^{2} \cdots S_{r_{N, n}}^{N} x_{n}, \tag{1.6}
\end{equation*}
$$

where $f: C \rightarrow C$ is a contraction, $\left\{\alpha_{n}\right\}$ is a sequence in the interval $(0,1)$, and for each $1 \leq j \leq N,\left\{r_{j, n}\right\}_{n=1}^{\infty}$ is a sequence of positive real numbers, and $S_{r_{j, n}}^{j}$ is the firmly nonexpansive mapping associating with the bifunction $G_{j}$.

It is the purpose of this paper to extend the implicit method (1.6) to an explicit one. Namely, we want to study the asymptotic behavior of the sequence $\left\{x_{n}\right\}$ which, starting with an initial guess $x_{0} \in C$, is generated by the explicit iterative algorithm:

$$
\begin{equation*}
x_{n+1}=\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) W S_{r_{1, n}}^{1} S_{r_{2, n}}^{2} \cdots S_{r_{N, n}}^{N} x_{n} \tag{1.7}
\end{equation*}
$$

Under certain conditions on the sequences $\left\{\alpha_{n}\right\}$ and $\left\{r_{j, n}\right\}$, we will prove that the sequence $\left\{x_{n}\right\}$ converges in norm to the unique solution $x^{*}$ of some variational inequality (to be specified in Theorem 3.5).

For some recent developments on this topic, the reader can consult with the articles $[19,13,14,18,17,20,5,6,7,24]$ and the references therein. Also, we notice that iterative methods for nonexpansive mappings have extensively been investigated, see $[21,22,16]$, the recent articles $[1,4,10,12,23]$, and the recent survey [15].

## 2. Preliminaries

Let $C$ be a nonempty closed convex subset of a real Hilbert space $H$. Let $G$ : $C \times C \rightarrow \mathbb{R}$ be a bifunction satisfying properties $\left(A_{1}\right)-\left(A_{4}\right)$ listed in section one.

The following two lemmas are pertinent.
Lemma 2.1. (Blum and Oettli [3].) Let $r>0$ and $x \in H$. Then, there exists $z \in C$ such that

$$
G(z, y)+\frac{1}{r}\langle y-z, z-x\rangle \geq 0, \quad \forall y \in C
$$

Lemma 2.2. (Combettes and Hirstoaga [9].) Given $r>0$. Define a mapping $S_{r}$ : $H \rightarrow C$ by

$$
\begin{equation*}
S_{r}(x)=\left\{z \in C: G(z, y)+\frac{1}{r}\langle y-z, z-x\rangle \geq 0, \forall y \in C\right\}, \quad x \in H \tag{2.1}
\end{equation*}
$$

Then the following hold:
(a) $S_{r}$ is single-valued;
(b) $S_{r}$ is firmly nonexpansive, i.e., $\left\|S_{r} x-S_{r} y\right\|^{2} \leq\left\langle S_{r} x-S_{r} y, x-y\right\rangle$ for any $x, y \in H$;
(c) $F\left(S_{r}\right)=E P(G)$;
(d) $E P(G)$ is closed and convex.

Lemma 2.2 makes it possible to use nonexpansive mappings to iteratively approximate solutions of equilibrium problems.

We need the so-called demiclosedness principle for nonexpansive mappings. Recall that a mapping $T: C \rightarrow H$ is said to be nonexpansive if $\|T x-T y\| \leq\|x-y\|$ for all $x, y \in C$.

Lemma 2.3. (cf. [11]) Let $C$ be a nonempty closed convex subset of a real Hilbert space and let $T: C \rightarrow H$ be a nonexpansive mapping. Let $\left\{x_{n}\right\}$ be a sequence in $C$. Then the conditions that $x_{n} \rightarrow x$ weakly and $x_{n}-T x_{n} \rightarrow 0$ strongly imply that $x=T x$.

The following lemma, though elementary, is helpful in proving strong convergence of sequences even in infinite-dimensional spaces.

Lemma 2.4. (cf. [22, 16]) Assume that $\left\{\alpha_{n}\right\}$ is a sequence of nonnegative real numbers such that

$$
\alpha_{n+1} \leq\left(1-\gamma_{n}\right) \alpha_{n}+\delta_{n}
$$

where $\left\{\gamma_{n}\right\}$ is a sequence in $(0,1)$ and $\left\{\delta_{n}\right\}$ is a sequence such that
(i) $\sum_{n=1}^{\infty} \gamma_{n}=\infty$;
(ii) either $\limsup _{n \rightarrow \infty} \delta_{n} / \gamma_{n} \leq 0$ or $\sum_{n=1}^{\infty}\left|\delta_{n}\right|<\infty$.

Then $\lim _{n \rightarrow \infty} \alpha_{n}=0$.

## 3. An Explicit Iterative Method

Suppose that $N \geq 1$ is a positive integer and $\left\{G_{1}, G_{2}, \cdots, G_{N}\right\}$ are bifunctions from $C \times C$ into $\mathbb{R}$, each of which satisfies properties $\left(A_{1}\right)-\left(A_{4}\right)$. Suppose, in addition, that $W: C \rightarrow C$ is a nonexpansive mapping with nonempty fixed point set Fix $(W)$. Our problem is to solve a system of equilibrium problems coupled with fixed point problems. More precisely, we want to find a point $x^{*}$ with the property:

$$
\begin{equation*}
x^{*} \in\left(\bigcap_{j=1}^{m} \operatorname{EP}\left(G_{j}\right)\right) \cap F i x(W)=: F \tag{3.1}
\end{equation*}
$$

upon assuming the existence of such a solution (i.e., assuming $F \neq \emptyset$ ).
We observe that to each $G_{j}$, we have a firmly nonexpansive mapping $S_{r}^{j}$ which is defined via (2.1) in Lemma 2.2. To define our iterative method, we need to take an $\alpha$-contraction $f: C \rightarrow C$, an initial guess $x_{0} \in C$, an infinite sequence $\left\{\alpha_{n}\right\}_{n=0}^{\infty}$ in the interval $[0,1]$, and, for each fixed integer $n \geq 1$, a finite sequence $\left\{r_{j, n}\right\}_{j=1}^{N}$ of positive real numbers. Assume $x_{n}$ has been constructed, then the next iterate $x_{n+1}$ is generated by the algorithm

$$
\begin{equation*}
x_{n+1}=\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) W S_{r_{1, n}}^{1} S_{r_{2, n}}^{2} \cdots S_{r_{N, n}}^{N} x_{n} \tag{3.2}
\end{equation*}
$$

To discuss the convergence of Algorithm (3.2), we first establish several lemmas regarding the firmly nonexpansive mapping $S_{r}$ given by (2.1) in Lemma 2.2 and the sequence $\left\{x_{n}\right\}$ generated by (3.2).

Lemma 3.1. Let $G: C \times C \rightarrow \mathbb{R}$ be a bifunction satisfying properties $\left(A_{1}\right)-\left(A_{4}\right)$ and let $S_{r}$ be its associating firmly nonexpansive mapping given by (2.1) in Lemma 2.2. Then for $x \in H$ and $r, r^{\prime}>0$, we have

$$
\begin{equation*}
\left\|S_{r^{\prime}} x-S_{r} x\right\| \leq \frac{\left|r-r^{\prime}\right|}{r}\left\|x-S_{r} x\right\| \tag{3.3}
\end{equation*}
$$

Proof. Set $u=S_{r} x$ and $v=S_{r^{\prime}} x$. Then, by (2.1), we have

$$
G(u, v)+\frac{1}{r}\langle v-u, u-x\rangle \geq 0 \quad \text { and } \quad G(v, u)+\frac{1}{r^{\prime}}\langle u-v, v-x\rangle \geq 0
$$

Adding up these inequalities and noting that $G(u, v)+G(v, u) \leq 0$, we obtain

$$
\left\langle v-u, \frac{1}{r}(u-x)+\frac{1}{r^{\prime}}(x-v)\right\rangle \geq 0 .
$$

This yields

$$
\|v-u\|^{2} \leq\left(1-\frac{r^{\prime}}{r}\right)\langle u-x, v-u\rangle
$$

which in turns implies

$$
\|v-u\| \leq\left|1-\frac{r^{\prime}}{r}\right|\|u-x\|
$$

This is (3.3).
In the rest of the paper, we always assume $F \neq \emptyset$, and by $\left\{x_{n}\right\}$ we always mean the sequence generated by Algorithm (3.2). Moreover, we set

$$
\begin{equation*}
S_{n}=S_{r_{1, n}}^{1} S_{r_{2, n}}^{2} \cdots S_{r_{N, n}}^{N} \tag{3.4}
\end{equation*}
$$

Thus, Algorithm (3.2) can equivalently be rewritten as

$$
\begin{equation*}
x_{n+1}=\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) W S_{n} x_{n} . \tag{3.5}
\end{equation*}
$$

Lemma 3.2. We have that $\left\{x_{n}\right\}$ is bounded. Consequently, the sequences $\left\{f\left(x_{n}\right)\right\}$, $\left\{S_{n} x_{n}\right\},\left\{W x_{n}\right\}$ and $\left\{W S_{n} x_{n}\right\}$ are all bounded.

Proof. Take $p \in F$ to derive from (3.5) that

$$
\begin{aligned}
\left\|x_{n+1}-p\right\| & =\left\|\alpha_{n}\left(f\left(x_{n}\right)-p\right)+\left(1-\alpha_{n}\right)\left(W S_{n} x_{n}-p\right)\right\| \\
& \leq \alpha_{n}\left\|f\left(x_{n}\right)-f(p)\right\|+\alpha_{n}\|f(p)-p\|+\left(1-\alpha_{n}\right)\left\|W S_{n} x_{n}-p\right\| \\
& \leq \alpha_{n} \alpha\left\|x_{n}-p\right\|+\alpha_{n}\|f(p)-p\|+\left(1-\alpha_{n}\right)\left\|x_{n}-p\right\| \\
& =\left[1-(1-\alpha) \alpha_{n}\right]\left\|x_{n}-p\right\|+\alpha_{n}\|f(p)-p\| \\
& \leq \max \left\{\left\|x_{n}-p\right\|, \frac{1}{1-\alpha}\|f(p)-p\|\right\} .
\end{aligned}
$$

It turns out by induction that

$$
\left\|x_{n}-p\right\| \leq \max \left\{\left\|x_{0}-p\right\|, \frac{1}{1-\alpha}\|f(p)-p\|\right\}, \quad \forall n \geq 0
$$

This implies that $\left\{x_{n}\right\}$ is bounded.
In what follows, we always assume the following conditions for the sequences $\left\{\alpha_{n}\right\}$ and $\left\{r_{j, n}\right\}$ which define Algorithm (3.2):
$\left(C_{1}\right) \lim _{n \rightarrow \infty} \alpha_{n}=0$;
(C2) $\sum_{n=1}^{\infty} \alpha_{n}=\infty$;
$\left(C_{3}\right) \sum_{n=1}^{\infty}\left|\alpha_{n}-\alpha_{n+1}\right|<\infty$ and $\sum_{n=1}^{\infty}\left|r_{i, n+1}-r_{i, n}\right|<\infty$ for $1 \leq j \leq N$;
$\left(C_{4}\right) \lim _{n \rightarrow \infty} r_{j, n}=r_{j}>0$ for $1 \leq j \leq N$.
Lemma 3.3. We have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n+1}-x_{n}\right\|=0 \tag{3.6}
\end{equation*}
$$

Proof. To prove (3.6), we need to estimate $\left\|S_{n+1} x_{n+1}-S_{n} x_{n}\right\|$. Towards this, we set, for each $1 \leq j \leq N$,

$$
y_{n+1}^{j}:=S_{r_{j, n+1}}^{j} \cdots S_{r_{N, n}}^{N} x_{n+1} \quad \text { and } \quad y_{n}^{j}:=S_{r_{j, n}}^{j} \cdots S_{r_{N, n}}^{N} x_{n} .
$$

Due to boundedness, we can find a constant $L>0$ big enough so that

$$
L \geq\left\|x_{n+1}-S_{r_{j, n+1}}^{j} x_{n+1}\right\| \quad \text { for all } 1 \leq j \leq N \text { and } n \geq 0
$$

Then, by definition of $S_{i}$ for $i \geq 1$ and by Lemma 3.1, we get

$$
\begin{align*}
\left\|S_{n+1} x_{n+1}-S_{n} x_{n}\right\|= & \left\|S_{r_{1, n+1}}^{1} y_{n+1}^{2}-S_{r_{1, n}}^{1} y_{n}^{2}\right\| \\
\leq & \left\|S_{r_{1, n+1}}^{1} y_{n+1}^{2}-S_{r_{1, n}}^{1} y_{n+1}^{2}\right\| \\
& +\left\|S_{r_{1, n}}^{1} y_{n+1}^{2}-S_{r_{1, n}}^{1} y_{n}^{2}\right\| \\
\leq & \frac{\left|r_{1, n+1}-r_{1, n}\right|}{r_{1, n}}\left\|y_{n+1}^{2}-S_{r_{1, n}}^{1}\right\|+\left\|y_{n+1}^{2}-y_{n}^{2}\right\| \\
\leq & \frac{L\left|r_{1, n+1}-r_{1, n}\right|}{r_{1, n}}+\left\|y_{n+1}^{2}-y_{n}^{2}\right\| . \tag{3.7}
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
\left\|y_{n+1}^{2}-y_{n}^{2}\right\|= & \left\|S_{r_{2, n+1}}^{2} y_{n+1}^{3}-S_{r_{2, n}}^{1} y_{n}^{3}\right\| \\
\leq & \left\|S_{r_{2, n+1}}^{2} y_{n+1}^{3}-S_{r_{2, n}}^{2} y_{n+1}^{3}\right\| \\
& +\left\|S_{r_{2, n}}^{2} y_{n+1}^{3}-S_{r_{2, n}}^{1} y_{n}^{3}\right\| \\
\leq & \frac{\left|r_{2, n+1}-r_{2, n}\right|}{r_{2, n}}\left\|y_{n+1}^{3}-S_{r_{2, n}}^{2}\right\|+\left\|y_{n+1}^{3}-y_{n}^{3}\right\| \\
\leq & \frac{L\left|r_{2, n+1}-r_{2, n}\right|}{r_{2, n}}+\left\|y_{n+1}^{3}-y_{n}^{3}\right\| . \tag{3.8}
\end{align*}
$$

Continue this way and observe

$$
\begin{align*}
\left\|y_{n+1}^{N}-y_{n}^{N}\right\| & =\left\|S_{r_{N, n+1}}^{N} x_{n+1}-S_{r_{N, n}}^{N} x_{n}\right\| \\
& \leq\left\|S_{r_{N, n+1}}^{N} x_{n+1}-S_{r_{N, n}}^{N} x_{n+1}\right\|+\left\|S_{r_{N, n}}^{N} x_{n+1}-S_{r_{N, n}}^{N} x_{n}\right\| \\
& \leq \frac{\left|r_{N, n+1}-r_{N, n}\right|}{r_{N, n}}\left\|x_{n+1}-S_{r_{N, n}}^{N} x_{n+1}\right\|+\left\|x_{n+1}-x_{n}\right\| \\
& \leq \frac{L\left|r_{N, n+1}-r_{N, n}\right|}{r_{N, n}}+\left\|x_{n+1}-x_{n}\right\| . \tag{3.9}
\end{align*}
$$

Substituting (3.8)-(3.9) into (3.7) gives us that

$$
\begin{equation*}
\left\|S_{n+1} x_{n+1}-S_{n} x_{n}\right\| \leq L \sum_{j=1}^{N} \frac{\left|r_{j, n+1}-r_{j, n}\right|}{r_{j, n}}+\left\|x_{n+1}-x_{n}\right\| \tag{3.10}
\end{equation*}
$$

By virtue of Condition ( $C_{4}$ ), we have $r>0$ such that $r_{j, n} \geq r$ for all $j$ and $n$. Also, we may assume that $L$ is big enough so that

$$
L \geq\left\|W S_{n} x_{n}\right\|+\left\|f\left(x_{n}\right)\right\| \quad \text { for all } n
$$

We then infer that

$$
\begin{align*}
\left\|x_{n+2}-x_{n+1}\right\|= & \| \alpha_{n+1} f\left(x_{n+1}\right)+\left(1-\alpha_{n+1}\right) W S_{n+1} x_{n+1} \\
& -\alpha_{n} f\left(x_{n}\right)-\left(1-\alpha_{n}\right) W S_{n} x_{n} \| \\
\leq & \left\|\left(1-\alpha_{n+1}\right)\left(W S_{n+1} x_{n+1}-W S_{n} x_{n}\right)+\left(\alpha_{n}-\alpha_{n+1}\right) W S_{n} x_{n}\right\| \\
& +\left[\alpha_{n+1}\left(f\left(x_{n+1}\right)-f\left(x_{n}\right)\right)+\left(\alpha_{n+1}-\alpha_{n}\right) f\left(x_{n}\right)\right] \\
\leq & \left(1-\alpha_{n+1}\right)\left\|S_{n+1} x_{n+1}-S_{n} x_{n}\right\|+\alpha_{n+1} \alpha\left\|x_{n+1}-x_{n}\right\| \\
& +\left|\alpha_{n}-\alpha_{n+1}\right|\left\|W S_{n} x_{n}-f\left(x_{n}\right)\right\| \\
\leq & {\left[1-(1-\alpha) \alpha_{n+1}\right]\left\|x_{n+1}-x_{n}\right\|+L \sum_{i=1}^{N} \left\lvert\, \frac{r_{i, n+1}-r_{i, n} \mid}{r_{i, n}}\right. } \\
& +\left|\alpha_{n}-\alpha_{n+1}\right|\left(\left\|W S_{n} x_{n}\right\|+\left\|f\left(x_{n}\right)\right\|\right) \\
\leq & {\left[1-(1-\alpha) \alpha_{n+1}\right]\left\|x_{n+1}-x_{n}\right\| } \\
& +L\left(\frac{1}{r} \sum_{i=1}^{N}\left|r_{i, n+1}-r_{i, n}\right|+\left|\alpha_{n}-\alpha_{n+1}\right|\right) \tag{3.11}
\end{align*}
$$

Conditions $\left(C_{1}\right)-\left(C_{3}\right)$ allow us to apply Lemma 2.4 to (3.11) to obtain (3.3).

## Lemma 3.4. We have

(i) For each $1 \leq j \leq N$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-S_{r_{j, n}}^{j} x_{n}\right\|=0 \tag{3.12}
\end{equation*}
$$

(ii) For each $1 \leq j \leq N$ and with $r_{j}=\lim _{n \rightarrow \infty} r_{j, n}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-S_{r_{j}}^{j} x_{n}\right\|=0 \tag{3.13}
\end{equation*}
$$

(iii) $\lim _{n \rightarrow \infty}\left\|x_{n}-W x_{n}\right\|=0$.

Proof. (i) Since $S_{r_{j, n}}^{j}$ is firmly nonexpansive, we deduce that, for each $p \in F$,

$$
\begin{align*}
\left\|x_{n}-S_{r_{j, n}}^{j} x_{n}\right\|^{2} & =\left\|\left(x_{n}-p\right)-\left(S_{r_{j, n}}^{j} x_{n}-p\right)\right\|^{2} \\
& =\left\|x_{n}-p\right\|^{2}+\left\|S_{r_{j, n}}^{j} x_{n}-p\right\|^{2}-2\left\langle x_{n}-p, S_{r_{j, n}}^{j} x_{n}-p\right\rangle \\
& \leq\left\|x_{n}-p\right\|^{2}+\left\|S_{r_{j, n}}^{j} x_{n}-p\right\|^{2}-2\left\|S_{r_{j, n}}^{j} x_{n}-p\right\|^{2} \\
& =\left\|x_{n}-p\right\|^{2}-\left\|S_{r_{j, n}}^{j} x_{n}-p\right\|^{2} . \tag{3.14}
\end{align*}
$$

We now use backward induction to prove (3.12); thus, we first prove that (3.12) holds for $j=N$. To see this, we compute

$$
\begin{align*}
\left\|x_{n+1}-p\right\|^{2} & =\left\|\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) W S_{r_{1, n}}^{1} S_{r_{2, n}}^{2} \cdots S_{r_{N, n}}^{N} x_{n}-p\right\|^{2} \\
& \leq \alpha_{n}\left\|f\left(x_{n}\right)-p\right\|^{2}+\left(1-\alpha_{n}\right)\left\|W S_{r_{1, n}}^{1} S_{r_{2, n}}^{2} \cdots S_{r_{N, n}}^{N} x_{n}-p\right\|^{2}  \tag{3.15}\\
& \leq\left\|S_{r_{N, n}}^{N} x_{n}-p\right\|^{2}+\theta \alpha_{n} \tag{3.16}
\end{align*}
$$

where $\theta$ is a constant such that $\theta \geq \sup _{n \geq 0}\left\|f\left(x_{n}\right)-p\right\|^{2}$.

Combining (3.14) and (3.16) (with $j=N$ ), and using Lemma 3.3, we get

$$
\left\|x_{n}-S_{r_{N, n}}^{N} x_{n}\right\|^{2} \leq\left\|x_{n}-p\right\|^{2}-\left\|x_{n+1}-p\right\|^{2}+\theta \alpha_{n} \rightarrow 0 \quad(\text { as } n \rightarrow \infty)
$$

This proves (3.12) for $j=N$.
Assume now that (3.12) holds true for every $j=l+1, \cdots, N$. We next prove that (3.12) remains true for $j=l$. To see this, we use (3.15) to get

$$
\begin{equation*}
\left\|x_{n+1}-p\right\|^{2} \leq\left\|S_{r_{l, n}}^{l} \cdots S_{r_{N, n}}^{N} x_{n}-p\right\|^{2}+\theta \alpha_{n} \tag{3.17}
\end{equation*}
$$

However, we also have

$$
\begin{align*}
&\left\|S_{r_{l, n}}^{l} \cdots S_{r_{N, n}}^{N} x_{n}-p\right\| \leq\left\|S_{r_{l, n}}^{l} \cdots S_{r_{N, n}}^{N} x_{n}-S_{r_{l, n}}^{l} x_{n}\right\|+\left\|S_{r_{l, n}}^{l} x_{n}-p\right\| \\
& \leq\left\|S_{r_{l+1, n}}^{l+1} \cdots S_{r_{N, n}}^{N} x_{n}-x_{n}\right\|+\left\|S_{r_{l, n}}^{l} x_{n}-p\right\| \\
& \leq\left\|S_{r_{l+1, n}}^{l+1} \cdots S_{r_{N, n}}^{N} x_{n}-S_{r_{l+1, n}}^{l+1} x_{n}\right\| \\
&+\left\|S_{r_{l+1, n}}^{l+1} x_{n}-x_{n}\right\|+\left\|S_{r_{l, n}}^{l} x_{n}-p\right\| \\
& \leq\left\|S_{r_{l+2, n}}^{l+2} \cdots S_{r_{N, n}}^{N} x_{n}-x_{n}\right\| \\
&+\left\|S_{r_{l+1, n}}^{l+1} x_{n}-x_{n}\right\|+\left\|S_{r_{l, n}}^{l} x_{n}-p\right\| \\
& \vdots  \tag{3.18}\\
& \leq \sum_{j=l+1}^{N}\left\|S_{r_{j, n}}^{j} x_{n}-x_{n}\right\|+\left\|S_{r_{l, n}}^{l} x_{n}-p\right\| .
\end{align*}
$$

Note that, by the induction assumption, we have

$$
\sigma_{n}:=\sum_{j=l+1}^{N}\left\|S_{r_{j, n}}^{j} x_{n}-x_{n}\right\| \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

Consequently, we obtain from (3.18)

$$
\begin{equation*}
\left\|S_{r_{l, n}}^{l} \cdots S_{r_{N, n}}^{N} x_{n}-p\right\|^{2} \leq\left\|S_{r_{l, n}}^{l} x_{n}-p\right\|^{2}+\sigma_{n} \delta, \tag{3.19}
\end{equation*}
$$

where $\delta$ is a constant such that $\delta \geq \sup _{n \geq 0}\left(\sigma_{n}+2\left\|S_{r_{l, n}}^{l} x_{n}-p\right\|\right)$. Now combining (3.14), (3.17) and (3.19), and using Lemma 3.3, we get

$$
\begin{aligned}
\left\|x_{n}-S_{r_{l, n}}^{l} x_{n}\right\|^{2} \leq & \left\|x_{n}-p\right\|^{2}-\left\|S_{r_{l, n}}^{l} x_{n}-p\right\|^{2} \\
= & \left\|x_{n}-p\right\|^{2}-\left\|x_{n+1}-p\right\|^{2} \\
& +\left\|x_{n+1}-p\right\|^{2}-\left\|S_{r_{l, n}}^{l} \cdots S_{r_{N, n}}^{N} x_{n}-p\right\|^{2} \\
& +\left\|S_{r_{l, n}}^{l} \cdots S_{r_{N, n}}^{N} x_{n}-p\right\|^{2}-\left\|S_{r_{l, n}}^{l} x_{n}-p\right\|^{2} \\
\leq & \left\|x_{n}-p\right\|^{2}-\left\|x_{n+1}-p\right\|^{2}+\theta \alpha_{n}+\delta \sigma_{n} \rightarrow 0 .
\end{aligned}
$$

This completes the induction and hence we conclude that (3.12) is valid for all $1 \leq$ $j \leq N$.
(ii) By Lemma 3.1, the fact that $r_{j, n} \rightarrow r_{j}>0$ (as $\left.n \rightarrow \infty\right)$ and the boundedness of $\left\{x_{n}\right\}$, we get, for each $1 \leq j \leq N$,

$$
\left\|S_{r_{j, n}}^{j} x_{n}-S_{r_{j}}^{j} x_{n}\right\| \leq \frac{\left|r_{j, n}-r_{j}\right|}{r_{j}}\left\|x_{n}-S_{r_{j}}^{j} x_{n}\right\| \rightarrow 0 \quad(\text { as } n \rightarrow \infty)
$$

This together with (3.12) implies (3.13).
(iii) It suffices to prove that $\left\|x_{n+1}-W x_{n}\right\| \rightarrow 0$ since $\left\|x_{n+1}-x_{n}\right\| \rightarrow 0$ by Lemma 3.6. We have via (3.5) and with $L_{1}$ a constant such that $L_{1} \geq\left\|f\left(x_{n}\right)\right\|+\left\|W x_{n}\right\|$ for all $n$,

$$
\begin{align*}
\left\|x_{n+1}-W x_{n}\right\| & \leq \alpha_{n}\left\|f\left(x_{n}\right)-W x_{n}\right\|+\left(1-\alpha_{n}\right)\left\|W S_{n} x_{n}-W x_{n}\right\| \\
& \leq \alpha_{n} L_{1}+\left\|S_{n} x_{n}-x_{n}\right\| \tag{3.20}
\end{align*}
$$

However, by repeatedly using the triangle inequality and (3.12), it is easily found that

$$
\left\|S_{n} x_{n}-x_{n}\right\| \leq \sum_{j=1}^{N}\left\|S_{r_{j, n}}^{j} x_{n}-x_{n}\right\| \rightarrow 0 \quad(\text { as } n \rightarrow \infty)
$$

Consequently, it follows from (3.20) that $\left\|x_{n+1}-W x_{n}\right\| \rightarrow 0$ as required.
We are now in a position to state and prove the main result of this paper.
Theorem 3.5. Let $C$ be a nonempty closed convex subset of a real Hilbert space $H$, let $\left\{G_{j}\right\}_{j=1}^{N}$ be a family of $N$ bifunctions from $C \times C$ into $\mathbb{R}$, each of which satisfies properties $\left(A_{1}\right)-\left(A_{4}\right)$, and let $W: C \rightarrow C$ be a nonexpansive mapping. Assume the common solution set $F$ as defined in (3.1) is nonempty. Let $f: C \rightarrow C$ be an $\alpha$-contraction. Moreover, assume that the sequences $\left\{\alpha_{n}\right\}$ and $\left\{r_{j, n}\right\}_{j=1}^{N}$ satisfy conditions $\left(C_{1}\right)-\left(C_{4}\right)$. Then the sequence $\left\{x_{n}\right\}$ generated by Algorithm (3.2) converges in norm to the unique solution $x^{*}$ of the variational inequality (VI):

$$
\begin{equation*}
x^{*} \in F, \quad\left\langle(I-f) x^{*}, x-x^{*}\right\rangle \geq 0, \quad x \in F . \tag{3.21}
\end{equation*}
$$

Alternatively, $x^{*}$ is the unique fixed point of the contraction $P_{F} f$ (i.e., $\left.x^{*}=\left(P_{F} f\right) x^{*}\right)$.
Proof. Let $x^{*}$ be the unique fixed point of the contraction $P_{F} f$; hence the unique solution of VI (3.21). To prove that $x_{n} \rightarrow x^{*}$ in norm, we estimate the distance from $x_{n+1}$ to $x^{*}$ in the following way (in the first inequality, we use the trivial inequality $\|u+v\|^{2} \leq\|u\|^{2}+2\langle v, u+v\rangle$ for all $\left.u, v \in H\right)$ :

$$
\begin{aligned}
\left\|x_{n+1}-x^{*}\right\|^{2}= & \left\|\left(1-\alpha_{n}\right)\left(W S_{n} x_{n}-x^{*}\right)+\alpha_{n}\left(f\left(x_{n}\right)-x^{*}\right)\right\|^{2} \\
\leq & \left\|\left(1-\alpha_{n}\right)\left(W S_{n} x_{n}-x^{*}\right)\right\|^{2}+2 \alpha_{n}\left\langle f\left(x_{n}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle \\
\leq & \left(1-\alpha_{n}\right)^{2}\left\|x_{n}-x^{*}\right\|^{2}+2 \alpha_{n}\left\langle f\left(x_{n}\right)-f\left(x^{*}\right), x_{n+1}-x^{*}\right\rangle \\
& +2 \alpha_{n}\left\langle f\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle \\
\leq & \left(1-\alpha_{n}\right)^{2}\left\|x_{n}-x^{*}\right\|^{2}+2 \alpha_{n} \alpha\left\|x_{n}-x^{*}\right\|\left\|x_{n+1}-x^{*}\right\| \\
& +2 \alpha_{n}\left\langle f\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle \\
\leq & \left(1-\alpha_{n}\right)^{2}\left\|x_{n}-x^{*}\right\|^{2}+\alpha_{n} \alpha\left(\left\|x_{n}-x^{*}\right\|^{2}+\left\|x_{n+1}-x^{*}\right\|^{2}\right) \\
& +2 \alpha_{n}\left\langle f\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle .
\end{aligned}
$$

It turns out that

$$
\begin{align*}
\left\|x_{n+1}-x^{*}\right\|^{2} \leq & \frac{\left(1-\alpha_{n}\right)^{2}+\alpha_{n} \alpha}{1-\alpha_{n} \alpha}\left\|x_{n}-x^{*}\right\|^{2} \\
& +\frac{2 \alpha_{n}}{1-\alpha_{n} \alpha}\left\langle f\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle \\
= & \left(1-\frac{2(1-\alpha) \alpha_{n}}{1-\alpha \alpha_{n}}\right)\left\|x_{n}-x^{*}\right\|^{2}+\frac{\alpha_{n}^{2}}{1-\alpha_{n} \alpha}\left\|x_{n}-x^{*}\right\|^{2} \\
& +\frac{2 \alpha_{n}}{1-\alpha_{n} \alpha}\left\langle f\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle \\
= & \left(1-\beta_{n}\right)\left\|x_{n}-x^{*}\right\|^{2}+\beta_{n} \gamma_{n} \tag{3.22}
\end{align*}
$$

where

$$
\beta_{n}=\frac{2(1-\alpha) \alpha_{n}}{1-\alpha \alpha_{n}}=O\left(\alpha_{n}\right) \quad(\text { as } n \rightarrow \infty)
$$

and

$$
\gamma_{n}=\frac{1}{2(1-\alpha)}\left(\alpha_{n}\left\|x_{n}-x^{*}\right\|^{2}+2\left\langle f\left(x^{*}\right)-x^{*}, x_{n+1}-x^{*}\right\rangle\right) .
$$

By conditions $\left(C_{1}\right)-\left(C_{3}\right)$, we easily find that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \beta_{n}=0 \quad \text { and } \quad \sum_{n=1}^{\infty} \beta_{n}=\infty \tag{3.23}
\end{equation*}
$$

Thus, in order to apply Lemma 2.4, it remains for us to prove that $\limsup _{n \rightarrow \infty} \gamma_{n} \leq 0$; equivalently,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\langle f\left(x^{*}\right)-x^{*}, x_{n}-x^{*}\right\rangle \leq 0 \tag{3.24}
\end{equation*}
$$

To see (3.24), we take a subsequence $\left\{x_{n^{\prime}}\right\}$ of $\left\{x_{n}\right\}$ in such a way that

$$
\limsup _{n \rightarrow \infty}\left\langle f\left(x^{*}\right)-x^{*}, x_{n}-x^{*}\right\rangle=\lim _{n^{\prime} \rightarrow \infty}\left\langle f\left(x^{*}\right)-x^{*}, x_{n^{\prime}}-x^{*}\right\rangle
$$

Due to boundedness, we may further assume, with no loss of generality, that $x_{n^{\prime}} \rightarrow \hat{x}$ weakly. The demiclosedness principle (Lemma 2.3) together with Lemma 3.4(ii)-(iii) ensures that, for every $1 \leq j \leq N, \hat{x} \in \operatorname{Fix}(W) \cap \operatorname{Fix}\left(S_{r_{j}}^{j}\right)$; hence, $\hat{x} \in F$. We therefore arrive at

$$
\limsup _{n \rightarrow \infty}\left\langle f\left(x^{*}\right)-x^{*}, x_{n}-x^{*}\right\rangle=\left\langle f\left(x^{*}\right)-x^{*}, \hat{x}-x^{*}\right\rangle \leq 0
$$

due to VI (3.21).
Finally, by virtue of (3.23) and (3.24), we can apply Lemma 2.4 to the relation (3.22) to conclude that $\left\|x_{n}-x^{*}\right\| \rightarrow 0$ as $n \rightarrow \infty$.

The case of $N=1$ recovers a result of [20].
Corollary 3.6. (Theorem 3.2 of [20]) Let $C$ be a nonempty closed convex subset of $H, G: C \times C \rightarrow \mathbb{R}$ a bifunction satisfying $\left(A_{1}\right)-\left(A_{4}\right)$, and $W: C \rightarrow C$ a nonexpansive mapping such that $E P(G) \cap \operatorname{Fix}(W) \neq \emptyset$. Moreover, let $f: C \rightarrow C$ be a contraction. Let $\left\{x_{n}\right\}$ be generated by the iterative algorithm (with initial guess $x_{0} \in H$ ):

$$
x_{n+1}=\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) W S_{r_{n}} x_{n},
$$

where $\left\{\alpha_{n}\right\} \subset(0,1)$ and $\left\{r_{n}\right\} \subset(0, \infty)$ satisfy the conditions:
$\left(C_{1}\right) \lim _{n \rightarrow \infty} \alpha_{n}=0$ and $\sum_{n=1}^{\infty} \alpha_{n}=\infty$;
$\left(C_{2}\right) \sum_{n=1}^{n \rightarrow \infty}\left|\alpha_{n}-\alpha_{n+1}\right|<\infty$ and $\sum_{n=1}^{\infty}\left|r_{n+1}-r_{n}\right|<\infty$;
$\left(C_{3}\right) \liminf _{n \rightarrow \infty} r_{n}>0$.
Then $\left\{x_{n}\right\}$ converges in norm to the unique fixed point of the contraction $P_{E P(G) \cap F i x(W)} f$.
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