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#### Abstract

Using the Perov's fixed point theorem and a Bielecki's type norm on a functional space, here we prove the existence and uniqueness of the solution of a class of nonlinear Volterra neutral delay integro-differential equations. Afterwards, we obtain some Lipschitz properties and the error estimation in the approximation of the solution and of his derivative, by the sequence of successive approximations.
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## 1. Introduction

In [7] is presented the following initial value problem :

$$
\left\{\begin{array}{lr}
x^{\prime}(t)=f(t, x(t))+\int_{t-\tau}^{t} g(t, s, x(s)) d s, & t \in[0, b]  \tag{1}\\
x(t)=\varphi(t), & t \in[-\tau, 0]
\end{array}\right.
$$

where is solved using spline functions. This problem was studied also in [4], where was obtained the existence and uniqueness on $C[0, b]$, of the solution of (1), using the Banach's fixed point theorem.

In this paper we propose a generalization of this integral equation obtaining a nonlinear Volterra neutral delay integro-differential equation and the following initial value problem :

$$
\left\{\begin{array}{llrl}
x^{\prime}(t)=f\left(t, x(t), x^{\prime}(t-\tau)\right)+\int_{t-\tau}^{t} g\left(t, s, x(s), x^{\prime}(s)\right) d s, & t \in[0, b]  \tag{2}\\
x(t)=\varphi(t), & t \in[-\tau, 0]
\end{array}\right.
$$

Here we propose a new point of view in the study of the existence and uniqueness of the solution of this initial value problem, using a bidimensional variant of the Perov's fixed point theorem (this theorem appear in [10] (where appear for the first time), [11], [12] and [5]). The use of the Perov's fixed point theorem is founded on the remark that the space $C^{1}[0, b]$ with the norm of uniform convergence is not complete. This manner was also used by us in [2] and [8], to obtain the existence, uniqueness and approximation of the positive solution and the smooth dependence by parameter of this solution, of the following initial value problem

$$
\left\{\begin{array}{cl}
x(t)=\int_{t-\tau}^{t} f\left(s, x(s), x^{\prime}(s)\right) d s, & t \in[0, T] \\
x(t)=\varphi(t), & t \in[-\tau, 0]
\end{array}\right.
$$

which is a model for the spread of certain infectious disease with seasonally contact rate.

Results on the existence and uniqueness of the solution of nonlinear Volterra integro-differential equations and of corresponding initial value problems was obtained in [3], [6], [9], [13] and [14], using classic tools. Potential applications of the problem (1) and of his generalization (2) can be found in [7].

By a generalized metric, denoted by $d$, on a nonempty set $X$ we understand a function $d: X \times X \rightarrow \mathbb{R}^{n}$ which fulfills the conditions :

$$
\begin{array}{cc}
d(x, y) \geq 0_{\mathbb{R}^{n}}, \quad \forall x, y \in X, \text { and } & d(x, y)=0_{\mathbb{R}^{n}} \Leftrightarrow x=y \\
d(x, y)=d(y, x), & \forall x, y \in X \\
d(x, y) \leq d(x, z)+d(z, y), & \forall x, y, z \in X
\end{array}
$$

where for $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ from $\mathbb{R}^{n}$ we have by definition, that

$$
x \leq y \Longleftrightarrow x_{i} \leq y_{i}, \forall i=\overline{1, n}
$$

The pair $(X, d)$ will be called generalized metric space. To establish the existence and uniqueness of the solution for (1), we will use the following generalization of the Banach's fixed point theorem :

Theorem 1. (Perov, see [11], [5], [1])Let (X, d) a complete generalized metric space such that $d(x, y) \in \mathbb{R}^{n}$. Suppose that $A: X \rightarrow X$ is a map for which exists a matrix $Q \in \mathcal{M}_{n}(\mathbb{R})$ such that:

$$
d(A(x), A(y)) \leq Q \cdot d(x, y), \forall x, y \in X
$$

If all the eigenvalues of $Q$ lies in the open unit disc of $\mathbb{R}^{2}$ (that is the operator A became a $Q$-contraction ), then $A$ has an unique fixed point $x^{*}$ and the sequence of successive approximations, $x_{m}=A^{m}\left(x_{0}\right)$, converges to $x^{*}$ for any $x_{0} \in X$. Moreover, for any $m \in \mathbb{N}^{*}$ the following estimation holds

$$
\begin{equation*}
d\left(x_{m}, x^{*}\right) \leq Q^{m}\left(I_{n}-Q\right)^{-1} d\left(x_{0}, x_{1}\right) \tag{3}
\end{equation*}
$$

A variant on normed spaces (with generalized complete norm of Tchebychev's type) of this theorem was used in [1], to obtain the existence and uniqueness of the boundary value problem :

$$
\left\{\begin{array}{l}
y^{\prime \prime}(x)=f\left(x, y(x), y^{\prime}(x)\right), \quad x \in[a, b] \\
y(a)=0, \quad y(b)=0
\end{array}\right.
$$

## 2. Main Results

Consider the product functional space $X=C[-\tau, b] \times C[-\tau, b]$, where

$$
C[-\tau, b]=\{f:[-\tau, b] \longrightarrow \mathbb{R}: f \text { continuous }\}
$$

On this space we define the generalized metric

$$
d_{B}: X \times X \longrightarrow \mathbb{R}^{2}
$$

by

$$
\begin{equation*}
d_{B}\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\left(\left\|x_{1}-x_{2}\right\|_{B},\left\|y_{1}-y_{2}\right\|_{B}\right) \tag{4}
\end{equation*}
$$

where the Bielecki's type norm on $C[-\tau, b]$ is,

$$
\begin{equation*}
\|u\|_{B}=\max \left\{|u(t)| \cdot e^{-\theta(t+\tau)}: t \in[-\tau, b]\right\}, \quad \forall u \in C[-\tau, b] \tag{5}
\end{equation*}
$$

where $\theta>0$ is convenable chosen.

We observe that $\left(X, d_{B}\right)$ is complete generalized metric space ( see [5], [10] ). Consider the following initial value problem

$$
\left\{\begin{array}{c}
\binom{x(t)}{y(t)}=\left(\begin{array}{c}
\varphi(0)+\int_{0}^{t} f(s, x(s), y(s-\tau)) d s+ \\
+\int_{0}^{t}\left(\int_{\eta-\tau}^{\eta} g(\eta, s, x(s), y(s)) d s\right) d \eta, \\
f(t, x(t), y(t-\tau))+\int_{t-\tau}^{t} g(t, s, x(s), y(s)) d s
\end{array}\right), \quad t \in[0, b]  \tag{6}\\
(x(t), y(t))=\left(\varphi(t), \varphi^{\prime}(t)\right),
\end{array}\right.
$$

We define the map $A: X \longrightarrow X$ by, $A=\left(A_{1}, A_{2}\right)$ with

$$
\begin{equation*}
\left(A_{1}(x(t), y(t)), A_{2}(x(t), y(t))\right)=\left(\varphi(t), \varphi^{\prime}(t)\right), \quad \forall t \in[-\tau, 0] \tag{7}
\end{equation*}
$$

and

$$
\begin{gather*}
A_{1}(x(t), y(t))=\varphi(0)+\int_{0}^{t} f(s, x(s), y(s-\tau)) d s \\
+\int_{0}^{t}\left(\int_{\eta-\tau}^{\eta} g(\eta, s, x(s), y(s)) d s\right) d \eta  \tag{8}\\
A_{2}(x(t), y(t))=f(t, x(t), y(t-\tau))+\int_{t-\tau}^{t} g(t, s, x(s), y(s)) d s \tag{9}
\end{gather*}
$$

We will impose the following conditions :
(CC) ( continuity conditions) :

$$
f \in C([0, b] \times \mathbb{R} \times \mathbb{R}), \quad g \in C([0, b] \times[-\tau, b] \times \mathbb{R} \times \mathbb{R}), \quad \varphi \in C^{1}[-\tau, 0]
$$

(BC) ( boundedness condition ) : $\exists M, K>0$ such that

$$
|f(t, u, v)| \leq M, \quad \forall(t, u, v) \in[0, b] \times \mathbb{R} \times \mathbb{R}
$$

and

$$
|g(t, s, u, v)| \leq K, \quad \forall(t, s, u, v) \in[0, b] \times[-\tau, b] \times \mathbb{R} \times \mathbb{R}
$$

(CPC) ( compatibility condition ) :

$$
\begin{equation*}
\varphi^{\prime}(0)=f\left(0, \varphi(0), \varphi^{\prime}(-\tau)\right)+\int_{-\tau}^{0} g\left(0, s, \varphi(s), \varphi^{\prime}(s)\right) d s \tag{10}
\end{equation*}
$$

(LC) (Lipschitz conditions ) : $\exists \alpha, \beta>0$ and $\exists L_{1}, L_{2}>0$ such that

$$
\begin{gathered}
\left|f\left(t, u_{1}, v_{1}\right)-f\left(t, u_{2}, v_{2}\right)\right| \leq \alpha\left|u_{1}-u_{2}\right|+\beta\left|v_{1}-v_{2}\right|, \\
, \forall t \in[0, b], \quad \forall u_{1}, u_{2}, v_{1}, v_{2} \in \mathbb{R}
\end{gathered}
$$

and

$$
\begin{gathered}
\left|g\left(t, s, u_{1}, v_{1}\right)-g\left(t, s, u_{2}, v_{2}\right)\right| \leq L_{1}\left|u_{1}-u_{2}\right|+L_{2}\left|v_{1}-v_{2}\right| \\
, \forall(t, s) \in[0, b] \times[-\tau, b], \quad \forall u_{1}, u_{2}, v_{1}, v_{2} \in \mathbb{R} .
\end{gathered}
$$

Theorem 2. In the conditions (CC), (CPC) and (LC), the initial value problem (6) have in $C[-\tau, b] \times C[-\tau, b]$ an unique solution $\left(x^{*}, y^{*}\right)$ such that $x^{*} \in C^{1}[-\tau, b]$ and $\left(x^{*}\right)^{\prime}=y^{*}$.

Proof. For $t \in[-\tau, 0]$ we have

$$
\begin{equation*}
\left|A_{1}\left(x_{1}, y_{1}\right)(t)-A_{1}\left(x_{2}, y_{2}\right)(t)\right|=0 \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|A_{2}\left(x_{1}, y_{1}\right)(t)-A_{2}\left(x_{2}, y_{2}\right)(t)\right|=0 \tag{12}
\end{equation*}
$$

For $t \in[0, b]$ we obtain,

$$
\begin{gathered}
\left|A_{1}\left(x_{1}, y_{1}\right)(t)-A_{1}\left(x_{2}, y_{2}\right)(t)\right| \leq \\
\leq \int_{0}^{t} \mid f\left(s, x_{1}(s), y_{1}(s-\tau)-f\left(s, x_{2}(s), y_{2}(s-\tau)\right) \mid d s+\right. \\
+\int_{0}^{t}\left(\int_{\eta-\tau}^{\eta}\left|g\left(\eta, s, x_{1}(s), y_{1}(s)\right)-g\left(\eta, s, x_{2}(s), y_{2}(s)\right)\right| d s\right) d \eta \leq \\
\leq \int_{0}^{t}\left[\alpha\left|x_{1}(s)-x_{2}(s)\right| \cdot e^{-\theta(s+\tau)} \cdot e^{\theta(s+\tau)}+\beta\left|y_{1}(s-\tau)-y_{2}(s-\tau)\right| \cdot e^{-\theta s} \cdot e^{\theta s}\right. \\
\left.\cdot e^{\theta \tau} \cdot e^{-\theta \tau}\right] d s+\int_{0}^{t}\left(\int _ { \eta - \tau } ^ { \eta } \left[L_{1}\left|x_{1}(s)-x_{2}(s)\right| \cdot e^{-\theta(s+\tau)} \cdot e^{\theta(s+\tau)}+\right.\right. \\
\left.\left.+L_{2}\left|y_{1}(s)-y_{2}(s)\right| \cdot e^{-\theta(s+\tau)} \cdot e^{\theta(s+\tau)}\right] d s\right) d \eta \leq
\end{gathered}
$$

$$
\begin{gathered}
\leq \int_{0}^{t}\left[\alpha\left\|x_{1}-x_{2}\right\|_{B} \cdot e^{\theta(s+\tau)}+\beta\left\|y_{1}-y_{2}\right\|_{B} \cdot e^{\theta(s+\tau)} \cdot e^{-\theta \tau}\right] d s+ \\
+\int_{0}^{t}\left(\int_{\eta-\tau}^{\eta}\left[L_{1}\left\|x_{1}-x_{2}\right\|_{B} \cdot e^{\theta(s+\tau)}+L_{2}\left\|y_{1}-y_{2}\right\|_{B} \cdot e^{\theta(s+\tau)}\right] d s\right) \leq \\
\leq\left(\frac{\alpha}{\theta}\left\|x_{1}-x_{2}\right\|_{B}+\frac{\beta}{\theta} e^{-\theta \tau} \cdot\left\|y_{1}-y_{2}\right\|_{B}\right) \int_{0}^{t} \theta e^{\theta(s+\tau)} d s+ \\
\left.+\left(\frac{L_{1}}{\theta}\left\|x_{1}-x_{2}\right\|_{B}+\frac{L_{2}}{\theta}\left\|y_{1}-y_{2}\right\|_{B}\right) \int_{0}^{t}\left(\int_{\eta-\tau}^{\eta} \theta e^{\theta(s+\tau)}\right] d s\right) d \eta \leq \\
\quad \leq\left(\frac{\alpha}{\theta}\left\|x_{1}-x_{2}\right\|_{B}+\frac{\beta}{\theta} e^{-\theta \tau} \cdot\left\|y_{1}-y_{2}\right\|_{B}\right) \cdot e^{\theta(t+\tau)}+ \\
\leq\left[\left(\frac{\alpha}{\theta}+\frac{L_{1}}{\theta^{2}}\left\|x_{1}-x_{2}\right\|_{B}+\frac{L_{2}}{\theta^{2}}\left\|y_{1}-y_{2}\right\|_{B}\right) \cdot\left(e^{\theta(t+\tau)}-e^{\theta \tau}-\left(e^{\theta t}-1\right)\right) \leq\right. \\
\left.\quad x_{2}\left\|_{B}+\left(\frac{\beta}{\theta} \cdot e^{-\theta \tau}+\frac{L_{2}}{\theta^{2}}\right)\right\| y_{1}-y_{2} \|_{B}\right] \cdot e^{\theta(t+\tau)}, \forall t \in[0, b]
\end{gathered}
$$

which lead to

$$
\begin{gather*}
\left\|A_{1}\left(x_{1}, y_{1}\right)-A_{1}\left(x_{2}, y_{2}\right)\right\|_{B} \leq \\
\leq\left(\frac{\alpha}{\theta}+\frac{L_{1}}{\theta^{2}}\right)\left\|x_{1}-x_{2}\right\|_{B}+\left(\frac{\beta}{\theta} \cdot e^{-\theta \tau}+\frac{L_{2}}{\theta^{2}}\right)\left\|y_{1}-y_{2}\right\|_{B} \tag{13}
\end{gather*}
$$

On the other hand, for $t \in[0, b]$, we have,

$$
\begin{gathered}
\left|A_{2}\left(x_{1}, y_{1}\right)(t)-A_{2}\left(x_{2}, y_{2}\right)(t)\right| \leq \\
\leq\left|f\left(t, x_{1}(t), y_{1}(t-\tau)\right)-f\left(t, x_{2}(t), y_{2}(t-\tau)\right)\right|+ \\
+\int_{t-\tau}^{t}\left|g\left(t, s, x_{1}(s), y_{1}(s)\right)-g\left(t, s, x_{2}(s), y_{2}(s)\right)\right| d s \leq \\
\leq \alpha\left|x_{1}(t)-x_{2}(t)\right| \cdot e^{-\theta(t+\tau)} \cdot e^{\theta(t+\tau)}+\beta\left|y_{1}(t-\tau)-y_{2}(t-\tau)\right| \cdot e^{-\theta t} \cdot e^{\theta t} \cdot e^{\theta \tau} \cdot e^{-\theta \tau}+ \\
+\int_{t-\tau}^{t}\left[L_{1}\left|x_{1}(s)-x_{2}(s)\right| \cdot e^{-\theta(s+\tau)} \cdot e^{\theta(s+\tau)}+L_{2}\left|y_{1}(s)-y_{2}(s)\right| \cdot e^{-\theta(s+\tau)} \cdot e^{\theta(s+\tau)}\right] d s \\
\leq \alpha\left\|x_{1}-x_{2}\right\|_{B} \cdot e^{\theta(t+\tau)}+\beta\left\|y_{1}-y_{2}\right\|_{B} \cdot e^{\theta(t+\tau)} \cdot e^{-\theta \tau}+
\end{gathered}
$$

$$
\begin{gathered}
+\left(\frac{L_{1}}{\theta}\left\|x_{1}-x_{2}\right\|_{B}+\frac{L_{2}}{\theta}\left\|y_{1}-y_{2}\right\|_{B}\right) \int_{t-\tau}^{t} \theta e^{\theta(s+\tau)} d s \leq \\
\leq\left(\alpha\left\|x_{1}-x_{2}\right\|_{B}+\beta e^{-\theta \tau}\left\|y_{1}-y_{2}\right\|_{B}\right) e^{\theta(t+\tau)} \\
+\left(\frac{L_{1}}{\theta}\left\|x_{1}-x_{2}\right\|_{B}+\frac{L_{2}}{\theta}\left\|y_{1}-y_{2}\right\|_{B}\right)\left[e^{\theta(t+\tau)}-e^{\theta t}\right] \\
<\left[\left(\alpha+\frac{L_{1}}{\theta}\right)\left\|x_{1}-x_{2}\right\|_{B}+\left(\beta \cdot e^{-\theta \tau}+\frac{L_{2}}{\theta}\right)\left\|y_{1}-y_{2}\right\|_{B}\right] \cdot e^{\theta(t+\tau)}
\end{gathered}
$$

Then,

$$
\begin{gather*}
\left\|A_{2}\left(x_{1}, y_{1}\right)-A_{2}\left(x_{2}, y_{2}\right)\right\|_{B} \leq \\
\leq\left(\alpha+\frac{L_{1}}{\theta}\right)\left\|x_{1}-x_{2}\right\|_{B}+\left(\beta \cdot e^{-\theta \tau}+\frac{L_{2}}{\theta}\right)\left\|y_{1}-y_{2}\right\|_{B} \tag{14}
\end{gather*}
$$

From (11), (12), (13) and (14) we obtain for any $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in X$, the inequality,

$$
d_{B}\left(A\left(x_{1}, y_{1}\right), A\left(x_{2}, y_{2}\right)\right) \leq\left(\begin{array}{cc}
\frac{\alpha}{\theta}+\frac{L_{1}}{\theta^{2}} & \frac{\beta}{\theta} \cdot e^{-\theta \tau}+\frac{L_{2}}{\theta^{2}}  \tag{15}\\
\alpha+\frac{L_{1}}{\theta} & \beta \cdot e^{-\theta \tau}+\frac{L_{2}}{\theta}
\end{array}\right) \cdot d_{B}\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)
$$

The eigenvalues of the matrix

$$
Q=\left(\begin{array}{cc}
\frac{\alpha}{\theta}+\frac{L_{1}}{\theta^{2}} & \frac{\beta}{\theta} \cdot e^{-\theta \tau}+\frac{L_{2}}{\theta^{2}} \\
\alpha+\frac{L_{1}}{\theta} & \beta \cdot e^{-\theta \tau}+\frac{L_{2}}{\theta}
\end{array}\right)
$$

are $\lambda_{1}=0$ and

$$
\lambda_{2}=\frac{\alpha}{\theta}+\frac{L_{1}}{\theta^{2}}+\beta \cdot e^{-\theta \tau}+\frac{L_{2}}{\theta}>0
$$

We have,

$$
0<\lambda_{2}<1 \Longleftrightarrow h(\theta)=\theta^{2}-\left(\alpha+L_{2}\right) \theta-L_{1}>\theta^{2} \beta \cdot e^{-\theta \tau}
$$

The equation $\theta^{2}-\left(\alpha+L_{2}\right) \theta-L_{1}=0$ have the roots $\theta_{1}<0$ and $\theta_{2}>0$, and the the peak $V\left(\frac{\alpha+L_{2}}{2},-\frac{\Delta}{4}\right)$, where

$$
\Delta=\left(\alpha+L_{2}\right)^{2}+4 L_{1}
$$

If we represent geometric the graphs of the functions $h(\theta)$ and $u(\theta)=\theta^{2} \beta \cdot e^{-\theta \tau}$, then we see that there exists an unique point $\theta^{*}>\theta_{2}$ such that $h\left(\theta^{*}\right)=u\left(\theta^{*}\right)$ and $h(\theta)>\theta^{2} \beta \cdot e^{-\theta \tau}, \quad \forall \theta>\theta^{*}$ ( on the other hand, this fact follows from the properties :

$$
h(\theta)<0, \forall \theta \in\left[0, \theta_{2}\right), \quad u(\theta)>0, \forall \theta>0
$$

$$
\lim _{\theta \rightarrow \infty} h(\theta)=\infty, \quad \lim _{\theta \rightarrow \infty} \theta^{2} \beta \cdot e^{-\theta \tau}=0
$$

and because the function $u(\theta)=\theta^{2} \beta \cdot e^{-\theta \tau}$ have in $\theta=0$ global minimum and in $\theta=\frac{2}{\tau}$ a local maximum ). If we choose a value $\theta>\theta^{*}$, then the operator $A=\left(A_{1}, A_{2}\right)$ given by (7), (8), (9) is $Q$-contraction, and has an unique fixed point $\left(x^{*}, y^{*}\right) \in X$, according to Theorem 1 . The pair $\left(x^{*}, y^{*}\right)$ will be the unique solution of the initial value problem (6), hence for any $t \in[0, b]$ and any $\eta \in[0, b]$,
$x^{*}(t)=\varphi(0)+\int_{0}^{t} f\left(s, x^{*}(s), y^{*}(s-\tau)\right) d s+\int_{0}^{t}\left(\int_{\eta-\tau}^{\eta} g\left(\eta, s, x^{*}(s), y^{*}(s)\right) d s\right) d \eta$
and

$$
\begin{equation*}
y^{*}(t)=f\left(t, x^{*}(t), y^{*}(t-\tau)\right)+\int_{t-\tau}^{t} g\left(t, s, x^{*}(s), y^{*}(s)\right) d s, \quad \forall t \in[0, b] \tag{17}
\end{equation*}
$$

Using the continuity conditions (CC) and the compatibility condition ( CPC ), since $x^{*}, y^{*} \in C[-\tau, b]$ and $x^{*}(t)=\varphi(t), \quad \forall t \in[-\tau, 0]$, we infer that $x^{*} \in$ $C^{1}[-\tau, b]$. If we derive by $t$ the equality (16), we obtain,

$$
\left(x^{*}\right)^{\prime}(t)=f\left(t, x^{*}(t), y^{*}(t-\tau)\right)+\int_{t-\tau}^{t} g\left(t, s, x^{*}(s), y^{*}(s)\right) d s, \quad \forall t \in[0, b]
$$

and together the equality (17) follows that $\left(x^{*}\right)^{\prime}=y^{*}$.
Now, at the final of the proof, let see how can obtain the point $\theta^{*}$.
We have

$$
h(\theta)=\theta^{2} \beta \cdot e^{-\theta \tau} \Longleftrightarrow \theta=H(\theta)=\alpha+L_{2}+\theta \beta \cdot e^{-\theta \tau}+\frac{L_{1}}{\theta}
$$

that is $\theta^{*}$ a fixed point of $H$. Moreover,

$$
H^{\prime}(\theta)<0 \Longleftrightarrow-\frac{L_{1}}{\theta^{2}}+\beta \cdot e^{-\theta \tau}(1-\theta \tau)<0
$$

If $\theta \geq \frac{1}{\tau}$ then $H^{\prime}(\theta)<0$ and $H^{\prime}\left(\frac{1}{\tau}\right)=-\tau^{2} L_{1}<0$. So, $H^{\prime}(\theta)<0 \quad \forall \theta \geq \frac{1}{\tau}$.
If $\frac{1}{\tau}<\theta_{2}$ then we can take $\bar{\theta}=H\left(\theta_{2}\right)>\theta^{*}$ and for any $\theta>\bar{\theta}$ we have $0<\lambda_{2}<1$.
If $\frac{1}{\tau}>\theta_{2}$ then we have two possibilities :

1) If $h\left(\frac{1}{\tau}\right)<\frac{1}{\tau^{2}} \cdot \beta e^{-1}$ then we take $\bar{\theta}=H\left(\frac{1}{\tau}\right)>\theta^{*}$ and for any $\theta>\bar{\theta}$ we have
$0<\lambda_{2}<1$.
2) If $h\left(\frac{1}{\tau}\right)>\frac{1}{\tau^{2}} \cdot \beta e^{-1}$ then it is clear that $\frac{1}{\tau}>\theta^{*}$ and for any $\theta>\frac{1}{\tau}$ we will have $0<\lambda_{2}<1$.
Consequently, in the conditions of the enunciation we can choose $\bar{\theta}$ ( which can be $H\left(\theta_{2}\right)$, or $H\left(\frac{1}{\tau}\right)$, or $\left.\frac{1}{\tau}\right)$ such that $0<\lambda_{2}<1, \quad \forall \theta>\bar{\theta}$.

Corollary 3. In the conditions $(C C),(C P C)$ and $(L C)$, the initial value problem (2) have in $C[-\tau, b]$ an unique solution $x^{*}$, such that the pair $\left(x^{*},\left(x^{*}\right)^{\prime}\right)$ is approximated by the sequence of successive approximations $\left(\left(x_{m}, y_{m}\right)\right)_{m \in \mathbb{N}}$, where

$$
\left.\left(x_{0}(t)\right), y_{0}(t)\right)=\left\{\begin{array}{cc}
\left(\varphi(t), \varphi^{\prime}(t)\right), & t \in[-\tau, 0]  \tag{18}\\
\left(\varphi(0), \varphi^{\prime}(0)\right), & t \in[0, b]
\end{array}\right.
$$

and

$$
\begin{equation*}
\left(x_{m}, y_{m}\right)=A\left(x_{m-1}, y_{m-1}\right), \quad \forall m \in \mathbb{N}^{*} \tag{19}
\end{equation*}
$$

with the following error estimation :

$$
\begin{gather*}
d_{B}\left(\binom{x_{m}}{y_{m}},\binom{x^{*}}{\left(x^{*}\right)^{\prime}}\right) \leq \frac{\lambda_{2}^{m-1}}{1-\lambda_{2}} \cdot\left(\begin{array}{cc}
\frac{\alpha}{\theta}+\frac{L_{1}}{\theta^{2}} & \frac{\beta}{\theta} \cdot e^{-\theta \tau}+\frac{L_{2}}{\theta^{2}} \\
\alpha+\frac{L_{1}}{\theta} & \beta \cdot e^{-\theta \tau}+\frac{L_{2}}{\theta}
\end{array}\right) . \\
\cdot d_{B}\left(\binom{x_{0}}{y_{0}},\binom{x_{1}}{y_{1}}\right), \quad \forall m \in \mathbb{N}^{*} . \tag{20}
\end{gather*}
$$

Proof. From Theorem 2 and Theorem 1 (inequality (3)), we obtain for any $m \in \mathbb{N}^{*}$, the estimation :

$$
\begin{equation*}
d_{B}\left(\binom{x_{m}}{y_{m}},\binom{x^{*}}{\left(x^{*}\right)^{\prime}}\right) \leq Q^{m}\left(I_{2}-Q\right)^{-1} \cdot d_{B}\left(\binom{x_{0}}{y_{0}},\binom{x_{1}}{y_{1}}\right) \tag{21}
\end{equation*}
$$

After elementary calculus we find

$$
\begin{gathered}
\operatorname{det}\left(I_{2}-Q\right)=1-\beta \cdot e^{-\theta \tau}-\frac{\alpha}{\theta}-\frac{L_{2}}{\theta}-\frac{L_{1}}{\theta^{2}}=1-\lambda_{2} \\
Q^{m}=\left(\beta \cdot e^{-\theta \tau}+\frac{\alpha}{\theta}+\frac{L_{2}}{\theta}+\frac{L_{1}}{\theta^{2}}\right)^{m-1} \cdot Q=\lambda_{2}^{m-1} \cdot Q, \quad \forall m \in \mathbb{N}^{*}
\end{gathered}
$$

and

$$
\left(I_{2}-Q\right)^{-1}=\frac{1}{1-\lambda_{2}} \cdot\left(\begin{array}{cc}
1-\beta \cdot e^{-\theta \tau}-\frac{L_{2}}{\theta} & \frac{\beta}{\theta} \cdot e^{-\theta \tau}+\frac{L_{2}}{\theta^{2}} \\
\alpha+\frac{L_{1}}{\theta} & 1-\frac{\alpha}{\theta}-\frac{L_{1}}{\theta^{2}}
\end{array}\right)
$$

Hence,

$$
Q^{m}\left(I_{2}-Q\right)^{-1}=\frac{\lambda_{2}^{m-1}}{1-\lambda_{2}} \cdot Q, \quad \forall m \in \mathbb{N}^{*}
$$

from the inequality (21) we infer that the estimation (20) holds. Using the Theorem 1 we obtain the following uniform convergence on $\left(X, d_{B}\right)$ :

$$
\left(x_{m}, y_{m}\right) \rightrightarrows\left(x^{*},\left(x^{*}\right)^{\prime}\right), \quad \text { for } \quad m \rightarrow \infty
$$

Remark 4. (i) In the conditions ( $C C$ )-( $L C$ ), the initial value problem (2) have an unique bounded solution in $C[-\tau, b]$. Indeed,

$$
\begin{aligned}
\left|x^{*}(t)\right| \leq & |\varphi(0)|+\int_{0}^{t}\left|f\left(s, x^{*}(s),\left(x^{*}\right)^{\prime}(s-\tau)\right)\right| d s \\
& +\int_{t-\tau}^{t}\left|g\left(t, s, x^{*}(s),\left(x^{*}\right)^{\prime}(s)\right)\right| d s \\
& \leq|\varphi(0)|+M b+K \tau, \quad \forall t \in[0, b]
\end{aligned}
$$

and $x^{*}(t)=\varphi(t), \quad \forall t \in[-\tau, 0]$.
(ii) Also, we obtain a positive solution if we consider the above conditions and the conditions $\varphi(t)>0, \quad \forall t \in[-\tau, 0]$,

$$
f(t, u, v)>0, \quad \forall(t, u, v) \in[0, b] \times \mathbb{R} \times \mathbb{R}
$$

and

$$
g(t, s, u, v)>0, \quad \forall(t, s, u, v) \in[0, b] \times[-\tau, b] \times \mathbb{R} \times \mathbb{R}
$$

In this case we obtain $0<x^{*}(t) \leq \varphi(0)+M b+K \tau, \quad \forall t \in[0, b]$.

## 3. Uniform Lipschitz properties

Definition 5. Let $I \subset \mathbb{R}$, interval and $F(I, \mathbb{R})$ the set of all functions $f: I \rightarrow$ $\mathbb{R}$. A subset $Y \subset F(I, \mathbb{R})$ is uniform Lipschitz on $I$ if there exists $\dot{L}>0$ such that $\forall f \in Y$ we have :

$$
|f(u)-f(v)| \leq L|u-v|, \quad \forall u, v \in I
$$

Theorem 6. In the conditions (CC)-(LC), if $\varphi^{\prime}$ is Lipschitzian on $[-\tau, 0]$, $0<\beta<1$ and if there exists $\gamma>0$ such that

$$
\left|f\left(t_{1}, u, v\right)-f\left(t_{2}, u, v\right)\right| \leq \gamma\left|t_{1}-t_{2}\right|, \quad \forall t_{1}, t_{2} \in[0, b], \quad \forall u, v \in \mathbb{R}
$$

then the sequence of successive approximations $\left(y_{m}\right)_{m \in \mathbb{N}}$, given by (19) and (18), is uniform Lipschitz on $[0, b]$ and the derivative of the solution of the initial value problem (2) is Lipschitzian on $[-\tau, b]$.

Proof. Consider the functions $F_{m}:[0, b] \rightarrow \mathbb{R}$, given by

$$
F_{m}(t)=f\left(t, x_{m}(t), y_{m}(t-\tau)\right), \quad t \in[0, b]
$$

Let $\gamma^{\prime}>0$ the Lipschitz constant of $\varphi^{\prime}$ and $\delta>0$ such that $\left|\varphi^{\prime}(t)\right| \leq \delta, \quad \forall t \in$ $[-\tau, 0]$.
Since,

$$
\begin{aligned}
x_{m}(t) & =\varphi(0)+\int_{0}^{t} f\left(s, x_{m-1}(s), y_{m-1}(s-\tau)\right) d s+ \\
+ & \int_{0}^{t}\left(\int_{\eta-\tau}^{\eta} g\left(\eta, s, x_{m-1}(s), y_{m-1}(s)\right) d s\right) d \eta
\end{aligned}
$$

and
$y_{m}(t)=f\left(t, x_{m-1}(t), y_{m-1}(t-\tau)\right)+\int_{t-\tau}^{t} g\left(t, s, x_{m-1}(s), y_{m-1}(s)\right) d s, \forall t \in[0, b]$
we have, for any $m \in \mathbb{N}^{*}$,

$$
\begin{aligned}
& \left|x_{m}\left(t_{1}\right)-x_{m}\left(t_{2}\right)\right| \leq \int_{t_{1}}^{t_{2}}\left|f\left(s, x_{m-1}(s), y_{m-1}(s-\tau)\right)\right| d s+ \\
& +\int_{t_{1}}^{t_{2}}\left(\int_{\eta-\tau}^{\eta}\left|g\left(\eta, s, x_{m-1}(s), y_{m-1}(s)\right)\right| d s\right) d \eta \\
& \quad \leq(M+\tau K) \cdot\left|t_{1}-t_{2}\right|, \forall t_{1}, t_{2} \in[0, b] .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
\mid F_{0}\left(t_{1}\right) & -F_{0}\left(t_{2}\right)|\leq \gamma| t_{1}-t_{2}|+\alpha| x_{0}\left(t_{1}\right)-x_{0}\left(t_{2}\right)|+\beta| y_{0}\left(t_{1}\right)-y_{0}\left(t_{2}\right) \mid \leq \\
& \leq\left(\gamma+\alpha \delta+\beta \gamma^{\prime}\right) \cdot\left|t_{1}-t_{2}\right|=L_{0} \cdot\left|t_{1}-t_{2}\right|, \quad \forall t_{1}, t_{2} \in[0, b]
\end{aligned}
$$

and

$$
\left|F_{1}\left(t_{1}\right)-F_{1}\left(t_{2}\right)\right| \leq \gamma\left|t_{1}-t_{2}\right|+\alpha\left|x_{1}\left(t_{1}\right)-x_{1}\left(t_{2}\right)\right|+\beta\left|y_{1}\left(t_{1}\right)-y_{1}\left(t_{2}\right)\right|
$$

with

$$
\begin{aligned}
\mid y_{1}\left(t_{1}\right)- & y_{1}\left(t_{2}\right)\left|\leq\left|f\left(t_{1}, x_{0}\left(t_{1}\right), y_{0}\left(t_{1}-\tau\right)\right)-f\left(t_{2}, x_{0}\left(t_{2}\right), y_{0}\left(t_{2}-\tau\right)\right)\right|+\right. \\
& +K \cdot\left|t_{1}-t_{2}\right| \leq\left(K+L_{0}\right) \cdot\left|t_{1}-t_{2}\right|, \quad \forall t_{1}, t_{2} \in[0, b]
\end{aligned}
$$

Then,

$$
\left|F_{1}\left(t_{1}\right)-F_{1}\left(t_{2}\right)\right| \leq\left[\gamma+\alpha(M+\tau K)+\beta\left(K+L_{0}\right)\right] \cdot\left|t_{1}-t_{2}\right|, \quad \forall t_{1}, t_{2} \in[0, b]
$$

By induction we infer that,

$$
\begin{gathered}
\left|F_{m}\left(t_{1}\right)-F_{m}\left(t_{2}\right)\right| \leq\left[\gamma+\alpha(M+\tau K)+\beta\left(K+L_{m-1}\right)\right] \cdot\left|t_{1}-t_{2}\right|= \\
=L_{m} \cdot\left|t_{1}-t_{2}\right|, \quad \forall t_{1}, t_{2} \in[0, b]
\end{gathered}
$$

We see that,

$$
\begin{gathered}
L_{1}=\gamma+\alpha(M+\tau K)+\beta\left(K+L_{0}\right) \\
L_{2}=\gamma+\alpha(M+\tau K)+\beta\left(K+L_{1}\right)=\gamma+\alpha(M+\tau K)+\beta K+ \\
+\beta[\gamma+\alpha(M+\tau K)+\beta K]+\beta^{2} L_{0}= \\
=[\gamma+\alpha(M+\tau K)+\beta K](1+\beta)+\beta^{2} L_{0} \\
L_{3}=[\gamma+\alpha(M+\tau K)+\beta K]\left(1+\beta+\beta^{2}\right)+\beta^{3} L_{0}
\end{gathered}
$$

and

$$
\begin{aligned}
& L_{m}=[\gamma+\alpha(M+\tau K)+\beta K]\left(1+\beta+\ldots+\beta^{m-1}\right)+\beta^{m} L_{0}=\beta^{m} L_{0}+ \\
& +[\gamma+\alpha(M+\tau K)+\beta K] \cdot \frac{1-\beta^{m}}{1-\beta}<\frac{\gamma+\alpha(M+\tau K)+\beta K}{1-\beta}+L_{0}=\bar{L}
\end{aligned}
$$

Then,

$$
L_{m} \leq \bar{L}, \quad \forall m \in \mathbb{N}^{*}
$$

and

$$
\lim _{m \rightarrow \infty} L_{m}=\frac{\gamma+\alpha(M+\tau K)+\beta K}{1-\beta}
$$

Consequently, for any $m \in \mathbb{N}^{*}$ and $t_{1}, t_{2} \in[0, b]$ we have

$$
\begin{equation*}
\left|y_{m}\left(t_{1}\right)-y_{m}\left(t_{2}\right)\right| \leq L_{m-1} \cdot\left|t_{1}-t_{2}\right|+K \cdot\left|t_{1}-t_{2}\right| \leq(\bar{L}+K) \cdot\left|t_{1}-t_{2}\right| \tag{22}
\end{equation*}
$$

and then,

$$
\begin{equation*}
-(\bar{L}+K) \cdot\left|t_{1}-t_{2}\right| \leq y_{m}\left(t_{1}\right)-y_{m}\left(t_{2}\right) \leq(\bar{L}+K) \cdot\left|t_{1}-t_{2}\right|, \quad \forall m \in \mathbb{N}^{*} \tag{23}
\end{equation*}
$$

Since, according to Theorem 2, we have

$$
\lim _{m \rightarrow \infty} y_{m}(t)=y^{*}(t)=\left(x^{*}\right)^{\prime}(t), \quad \forall t \in[0, b]
$$

from inequality (23) we infer that

$$
-(\bar{L}+K) \cdot\left|t_{1}-t_{2}\right| \leq\left(x^{*}\right)^{\prime}\left(t_{1}\right)-\left(x^{*}\right)^{\prime}\left(t_{2}\right) \leq(\bar{L}+K) \cdot\left|t_{1}-t_{2}\right|
$$

and so,

$$
\begin{equation*}
\left|\left(x^{*}\right)^{\prime}\left(t_{1}\right)-\left(x^{*}\right)^{\prime}\left(t_{2}\right)\right| \leq\left(\max \left(\gamma^{\prime}, \bar{L}+K\right)\right) \cdot\left|t_{1}-t_{2}\right|, \quad \forall t_{1}, t_{2} \in[-\tau, b] \tag{24}
\end{equation*}
$$

With the inequalities (22) and (24) the proof is complete.
Remark 7. From the proof of the above theorem we see that, in the conditions of this theorem, the sequence of successive kernels $\left(F_{m}\right)_{m \in \mathbb{N}}$, is uniform Lipschitz on $[0, b]$.

## References

[1] S. R. Bernfeld, V. Laksmikantham, An Introduction to Nonlinear Boundary Value Problems, Acad. Press, New York, 1974.
[2] A. Bica, S.Mureşan, Applications of the Perov's fixed point theorem to delay integrodifferential equations, Chapter 3 in the book "Fixed Point Theory and Applications", vol.6, (Yeol Je Cho ed.), Nova Science Publishers Inc., New York, 2006.
[3] A.A. Bojeldain, Existence and uniqueness theorems for a class of nonlinear Volterra integro-differential equations, Ann. Univ. Sci. Budap. Rolando Eotvos, Sect. Comput., 15(1995), 143-156.
[4] V.A. Caus, Delay integral equations, Analele Univ. Oradea, Fasc. Mat., 9(2002), 109112.
[5] G. Dezso, Fixed points theorems in generalized metric space, Pure Math. Appl., 11(2000), 183-186.
[6] D. Guo, Initial value problems for integro-differential equations of Volterra type in Banach spaces, J. Appl. Math. Stochastic Anal., 7(1994), 13-23.
[7] N.G. Kazakova, D.D. Bainov, An approximate solution of the initial value problem for integro-differential equations with deviating argument, Math. J. Toyama Univ., 13(1990), 9-27.
[8] S. Muresan, A. Bica, Parameter dependence of the solution of a delay integro-differential equation arising in infectious diseases, Fixed Point Theory, 6(2005), 79-89.
[9] D.-G. Park, Y.-C. Kwun, W.-K. Kang, The existence and uniqueness for Volterra type integro-differential equation in a Hilbert space, Far East J. Math. Sci., Special Volume., Part.II, 1996,, 195-205.
[10] A.I. Perov, A.V. Kidenko, On a general method to study the boundary value problems, Iz. Akad. Nauk., 30(1966), 249-264.
[11] I.A. Rus, Principles and Applications of the Fixed Point Theory, Ed. Dacia, ClujNapoca, 1979 (in Romanian).
[12] A. Szilard, A note on Perov's fixed point theorem, Fixed Point Theory, 4(2003), 105-108.
[13] Wu Yumei, Positive solutions for Volterra integro-differential equations, Acta Math. Univ. Comen., 64(1995), 113-122.
[14] W. Zhuang, Existence and uniqueness of solutions of nonlinear integro-differential equations of Volterra type in a Banach space, Appl. Anal., 22(1986), 157-166.

Received: September 29, 2005; Accepted: April 20, 2007.

