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Abstract. A fuzzy metric is a function of the form $X \times X \ni (p, q) \rightarrow F_{pq} \in \Delta^+$, where $\Delta^+$ is the set of all distance distribution functions, and in many cases $F$ generates a metrizable uniformity. Starting from this fundamental property, we present several metric-like functions determined by fuzzy metrics and we emphasize their role in getting and proving fixed point theorems for different types of contractions. There are identified large classes of t-norms and general formulae of (extended) metrics, which are seen to generalize the distances of M. Fréchet, P. Lévy and Ky Fan.
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1. Preliminaries on triangular norms and fuzzy metrics

The concept of a triangular norm has been introduced in [71] by slightly modifying the Menger’s axioms [36]. A mapping $T : [0, 1] \times [0, 1] \rightarrow [0, 1] = I$ is called a triangular norm (shortly a t-norm) if $(tn1)$ $T(a, 1) = a$, $(\forall) a \in I$, $(tn2)$ $T$ is symmetric, $(tn3)$ $T$ is nondecreasing in each variable and $(tn4)$ $T$ is associative. We will make use of three basic t-norms, namely the minimum operator $T_M$, the algebraic product $T_P$, and the Lukasiewicz t-norm $T_L$ defined by: $T_M(x, y) = Min(x, y) = \min\{x, y\}$, $T_P(x, y) = Prod(x, y) = \prod\{x, y\}$.
$xy, T_L(x, y) = W(x, y) = \max(0, x + y - 1)$. These t-norms are ranked as: $T_L \leq T_P \leq T_M$; in fact, $T_M$ is the strongest t-norm.

A continuous t-norm $T$ is Archimedean if there exists a continuous strictly decreasing mapping $g : [0, 1] \to [0, \infty]$ such that $g(1) = 0$, $g(0) \in \{1, \infty\}$ and we have the representation

$T(a, b) = T_g(a, b) := g^{-1}(g(a) + g(b)), \ \forall \ a, b \in [0, 1], \quad (1.1.1)$

where $[0, \infty] \ni x \to g^{-1}(x) = g^{-1}(\min \{x, g(0)\})$ defines the pseudo-inverse of the additive generator $g$. The powers of a t-norm $T$ are defined by the following formulae:

$T^0(t_1) = t_1, T^m(t_1, \ldots, t_{m+1}) = T(T^{m-1}(t_1, \ldots, t_m), t_{m+1}), (\forall) \ m \geq 1.$

Let $T_m(t) := T^m(t, t, \ldots, t), \forall t \in [0, 1]$. We say that $T$ is of Hadžić type (of h-type or an h-t-norm) if the family $\{T_m\}_{m \in \mathbb{N}}$ is equicontinuous at $t = 1$.

More details can be found in the monographs [72], [31] and [18].
by replacing the addition \((t, s) \rightarrow t + s\) with some operations \((t, s) \rightarrow S(t, s)\) on \([0, \infty]\). For example, if \(S = \max\) we have fuzzy ultrametric spaces (or non-Archimedean fuzzy metric spaces). We can also use some operations \(\tau\) on \(\Delta^+\) (\(\breve{\text{Serstnev}}\)-functions) and the following triangle inequality for fuzzy \(\breve{\text{Serstnev}}\) spaces:

\[
F_{pq} \geq \tau(F_{pr}, F_{rq}), \forall p, q, r \in X.
\]

Generally, the mapping \(F\) is called a fuzzy (semi) metric. If it happens that \(F_{xy} \in D^+\) for every \(x, y \in X\), then \(F\) is called a probabilistic (semi) metric and \((X, F, T)\) is a Menger space (\((X, F, \tau)\) is a \(\breve{\text{Serstnev}}\) space).

Notice that our definition includes properly the fuzzy metric spaces considered in [6] or [10], for which we shall use the term strong fuzzy metric spaces.

For every FSM-space \((X, F)\) we can consider the sets

\[
U_{\varepsilon, \lambda} = \{(p, q) \in X \times X, F_{pq}(\varepsilon) > 1 - \lambda \}, \varepsilon > 0, \lambda \in (0, 1),
\]

which generate a semiuniformity \(U_F\) and a topology \(T_F\), called the \(F\)-topology or the strong topology and the following result ([72], see also [73]) holds: If \(\sup_{a<1} T(a, a) = 1\), then \(U_F\) is a uniformity, and it is metrizable. As shown by B. Morrel & J. Nagata [44] and U. Höhle [25], the above condition is the weakest one ensuring the existence of the \(F\)-uniformity \(U_F\). A sequence in \((X, F)\) is a Cauchy sequence (or \(F\)-Cauchy) iff \(\forall \varepsilon > 0, \forall \lambda \in (0, 1), \exists n_0 : F_{x_n x_{n+k}}(\varepsilon) > 1 - \lambda, \forall n \geq n_0, \forall k \geq 0,\) and \((X, F)\) is said to be complete if every Cauchy sequence is \(F\)-convergent. Notice that, by definition,

\[
p_n \overset{F}{\rightarrow} p \text{ iff } \forall \varepsilon > 0, \forall \lambda \in (0, 1), \exists n_0 \text{ such that } F_{p_n p}(\varepsilon) > 1 - \lambda, \forall n \geq n_0.
\]

In [76] and [9] one can find details on the completion of Menger spaces and strong fuzzy metric spaces, respectively. The notions not given here, as well as other contributions and developments in the domain of nonlinear probabilistic analysis can be found in [72, 14, 5, 60, 17, 3, 18, 64, 66].
1.1. **Fundamental examples I.**

**Example 1.1.1.** We obtain a complete fuzzy semimetric space on $X = [0, \infty]$ if

$$F_{xy}(t) := \frac{2 \min(x, y) t}{2 \min(x, y) t + |x - y|} =: F_{yx}(t), \forall t \in (0, \infty), \forall x, y \in [0, \infty], x \neq y.$$  

**Example 1.1.2.** Let $(X, d)$ be an (extended) metric space.

1. If we set $F = E_d$, that is $F_{xy} = \varepsilon_d(x, y)$, then $(X, F, T)$ is a (fuzzy) Menger space for every t-norm $T$. The $F$-uniformity is exactly $U_d$.

2. One can define $F_{xy}(t) = \frac{t}{t + d(x, y)}$, $\forall t \in (0, \infty)$. Obviously we obtain a fuzzy metric space (under any triangular norm) whose $F$-uniformity is $U_d$.

3. The same result is obtained if $F_{xy} \in \Delta^+$ and $F_{xy}(t) := t^{d(x, y)}$, $0 < t < d(x, y)$, $t > d(x, y)$. In all cases $(X, F)$ is complete iff $(X, d)$ is complete.

**Example 1.1.3.** Let $F_{xx} := \varepsilon_0$ and $F_{xy}(t) := \frac{\min(x, y)}{\max(x, y)}^{\frac{1}{t}}$, $\forall t \in (0, \infty), \forall x, y \geq 0, x \neq y$.

1. $X_0 = (0, \infty)$ is a complete strict fuzzy metric space under the Archimedean triangular norm $T_P$, for a sequence $(x_n)$ is Cauchy if and only if there exists $x > 0$ such that $|x_n - x| \to 0$ in $\mathbb{R}$.

2. $X = [0, \infty)$ is a complete fuzzy Menger space under the triangular norm $T_P$.

3. $t \to \left(\frac{\min(x, y)}{\max(x, y)}\right)^\frac{1}{t}$, for $x, y \geq 0, x \neq y$, defines a fuzzy Menger space on $[0, \infty)$ and a Menger space on $(0, \infty)$, under $T_P$.

All these spaces are non-Archimedean.

**Example 1.1.4.** Let $X = X(\Omega, K, P)$ be the space of all classes of real random variables on a probability measure space $(\Omega, K, P)$. If we define, for $p, q \in X$

$$F_{pq}(t) = P\{\omega \in \Omega, \ d(p(\omega), q(\omega)) < t\},$$

that is the distribution function of $d(p, q) = |p - q|$, then $(X, (p, q) \to F_{pq}, T_L)$ is a Menger space whose strong topology is the topology of the convergence in probability. If the random variables take their values in a separable extended metric space, then we obtain a fuzzy Menger space under $T_L$.

---

1We automatically assume that $F_{xx} = \varepsilon_0$ as well as $F(t) = 0, \forall t \leq 0$ and $F(\infty) = 1$, for every $F \in \Delta^+$. 
2. Extended metrics and Hicks-type contractions

2.1. Fuzzy metric spaces of type $M$ and fixed points for $\Phi - M$-contractions. The proof of the following simple result is easy to reproduce:

**Proposition 2.1.1.** Let $(X, F)$ be a FSM-space and $K(x, y) := \sup \{ t \mid t \leq 1 - F_{xy}(t) \}$. Then

$$K(x, y) < \delta \iff F_{xy}(\delta) > 1 - \delta \forall \delta > 0. \quad (2.1.1)$$

Therefore $K$ generates the topology $T_F$ and the semi-uniformity $U_F$, so that $K$ is a $[0, 1]$-valued semi-metric on $X$.

**Example 2.1.2.** (i) If $d$ is an extended semi-metric on $X$ and we set $F_{xy} := \varepsilon_d(x, y)$ then $(X, \varepsilon_d, (. , .))$ is an FSM-space and $K(x, y) = \min(d(x, y), 1)$.
(ii) If $X = X(\Omega, \mathcal{K}, P)$ and $F(x, y)$ is the distribution function of $d(x, y)$ (see Example 1.1.4), then $K$ is the Ky Fan metric for the convergence in probability.

Generally, $K$ need not to be a metric. Notice that in order to ensure the triangle inequality for $K$, T. L. Hicks identified the following condition $2$ for a probabilistic metric space $(X, F)$:

$$[F_{xy}(\delta) > \varepsilon, F_{yz}(\delta) > \varepsilon] \Rightarrow F_{xz}(\delta) > \varepsilon \quad (III^1)$$

and observed that $III^1$ holds for every Menger space $(X, F, T)$ with $T \geq T_L$ (see [22]). Actually, one has the following

**Proposition 2.1.3.** Let $T$ be a $t$-norm such that the property $(III^1)$ holds for every fuzzy Menger space $(X, F, T)$. Then $T \geq T_L$.

The proof follows from the next example: Let $X = \{x, y, z\}, F_{xy} = F_{yx}, F_{yz} = F_{zy}, F_{xz} = F_{zx},$ where $F_{xy}(t) = \begin{cases} 0 & t \leq 0 \\ a & t > 0 \end{cases}, F_{yx}(t) = \begin{cases} 0 & t \leq 0 \\ b & t > s \end{cases}, F_{zx}(t) = \begin{cases} 0 & t \leq 0 \\ T(a, b) & t > 0 \end{cases},$ and $F_{xx} = F_{yy} = F_{zz} = \varepsilon_0$. Then $(X, F, T)$ is a Menger

$2$Recall that in [23] was proposed the following triangle inequality for a probabilistic metric (structure):

$$\forall \varepsilon > 0 \exists \delta > 0 \text{ s.t. } [F_{xy}(\delta) > 1 - \delta, F_{yz}(\delta) > 1 - \delta] \Rightarrow F_{xz}(\varepsilon) > 1 - \varepsilon; \quad (\text{III}^H)$$

and we generalized it by using additive generators (see, e.g., [55], [59], [60]):

$$\forall \varepsilon > 0 \exists \delta > 0 \text{ such that } [f \circ F_{xy}(\delta) < \delta, f \circ F_{yz}(\delta) < \delta] \Rightarrow f \circ F_{xz}(\varepsilon) < \varepsilon. \quad (\text{III}^f)$$
space and $K(x, y) = 1 - a$, $K(y, z) = 1 - b$, while $K(x, z) = 1 - T(a, b)$. Thus we see that $K(x, z) \leq K(x, y) + K(y, z) \iff T(a, b) \geq a + b - 1$.

**Remark 2.1.4.** Let $(X, \mathcal{F}, T)$ be as in the above example and suppose that $T(a, b) < a + b - 1$. Therefore $0 < a, b < 1$ and there exists $p > 1$ such that $((1 - a)^\frac{1}{p} + (1 - b)^\frac{1}{p})^p > 1 - T(a, b)$. Thus $(1 - a)^\frac{1}{p} + (1 - b)^\frac{1}{p} > (1 - T(a, b))^\frac{1}{p}$ and we see that $K_p$, given by $K_p(u, v) = \sup\{t \mid t^p \leq 1 - F_{uv}(t)\}$, is verifying the triangle inequality. This shows that the more general formulae proposed in [55, 59] can give metrics in many situations:

Let us consider the family $M$ of all functions $\mu : [0, \infty] \rightarrow [0, \infty]$ with the properties $(M_0)$ $\mu(t) = 0 \iff t = 0$, $(M_1)$ $\mu$ is continuous and $(M_2)$ $\mu(t + s) \geq \mu(t) + \mu(s)$, \forall $t, s \geq 0$. Notice that for each $\mu \in M$ there exists $t_\mu > 0$ such that $\mu : [0, t_\mu) \rightarrow [0, \infty)$ is strictly increasing and invertible. If we set

$$K^\mu(x, y) = \sup\{t \mid t \geq 0, \mu(t) \leq 1 - F_{xy}(t)\}, \tag{1^\mu}$$

then $K^\mu$ is a semi-metric, and

$$K^\mu(x, y) < \delta \iff F_{xy}(\delta) > 1 - \mu(\delta), \tag{2^\mu}$$

so that $K^\mu$ generates $T_F$ and $U_F$. This motivates the following slight generalization of $(III^1)$.

**Definition 2.1.5.** A FSM-space $(X, \mathcal{F})$ is called an FM-space of type $M$ if and only if

$$[F_{xy}(t) > 1 - \mu(t), F_{yz}(s) > 1 - \mu(s)] \Rightarrow F_{xz}(t + s) > 1 - \mu(t + s). \tag{III^\mu}$$

**Remark 2.1.6.** The triangle inequality $(III^\mu)$ can be useful and appropriate in many cases. For example, if $(X, \mathcal{F})$ verifies $(III^1)$ - that is $(III^\mu)$ for $\mu(t) = t$ - then $\bar{F}$, defined by $F_{xy} \circ \mu$, is a fuzzy semi-metric and $\bar{F}_{xy}(\delta) > 1 - \mu(\delta) \iff F_{xy}(\mu(\delta)) > 1 - \mu(\delta)$. The formula $(1^\mu)$ leads to $K^\mu(x, y) = \mu^{-1}(K(x, y))$. For spaces of random variables (see Example 2.1.2 (ii)), $\bar{F}_{xy}(t) = P(|x - y| < \mu(t)) = P(\mu^{-1}(|x - y|) < t)$ and $\mu^{-1} \circ K$ is a metric for the convergence in probability. Generally, one has

**Theorem 2.1.7.** Let $(X, \mathcal{F})$ be a FM-space of type $M$, for which the triangle inequality $(III^\mu)$ holds. Then $K^\mu$, defined by $(1^\mu)$, is a metric on $X$ which generates $T_F$ and $U_F$. 
Corollary 2.1.8. Let $T$ be a $t$-norm such that $T(a, b) \geq T^\mu(a, b) := \max\{1 - \mu[\mu^{-1}(1 - a) + \mu^{-1}(1 - b)], 0\}$. Then $K^\mu$ is a metric for every fuzzy Menger space $(X, \mathcal{F}, T)$.

Remark 2.1.9. Since $\mu$ is super-additive, then $\mu(\mu^{-1}(\alpha) + \mu^{-1}(\beta)) \geq \alpha + \beta$ and $T^\mu(a, b) \leq \max(a + b - 1, 0) = T_L(a, b)$. Therefore our results are slightly more general than their counterparts from [22].

T. L. Hicks introduced in [21] the following contraction condition on PM-spaces, $t > 0, F_{pq}(t) > 1 - t \Rightarrow F_{ApAq}(Lt) > 1 - Lt$ \ ($L \in (0, 1)$) \ (C) and proved that every such an $A$ on a complete Menger space $(X, \mathcal{F}, Min)$ has a unique fixed point. In [55, 58] we proved the above result for every $t$-norm for which $\sup_{a<1} T(a, a) = 1$ and the proof was given directly by the method of successive approximations. We also observed in [55, 58] that the idea of Hicks can be applied for a larger class of $t$-norms, namely for $T \geq T_m = \max(Sum - 1, 0)$. This idea was used in [4] for $\phi$-probabilistic contractions:

$$t > 0, F_{pq}(t) > 1 - t \Rightarrow F_{ApAq}(\phi(t)) > 1 - \phi(t)$$ \ (C$\phi$)

where $\phi \in \Phi$, the family of all functions $\phi : [0, \infty) \rightarrow [0, \infty)$ for which (\Phi_0) $\phi$ is strictly increasing, (\Phi_1) $\phi$ is right continuous and (\Phi_2) $\lim_{n \rightarrow \infty} \phi^n(t) = 0 \ \forall t \geq 0$.

By using the idea from [48], we can extend all these results to FSM-spaces:

Definition 2.1.10. Let $(X, \mathcal{F})$ be a FSM-space. We say that $A : X \rightarrow X$ is a $\Phi - M$ contraction if there exist $\phi \in \Phi$ and $\mu \in M$ such that $F_{xy}(t) > 1 - \mu(t) \Rightarrow F_{AxAy}(\phi(t)) > 1 - \mu \circ \phi(t)$ \ ($\phi\mu - C$) For a concrete pair $(\phi, \mu)$ we use the term $\phi - \mu$ contraction.

Example 2.1.11. Let $A$ be a contraction of Hicks type, consider the fuzzy semi-metric $\tilde{\mathcal{F}}$ defined by $F_{xy} = F_{xy} \circ \mu$ and suppose that $t_\mu = \infty$. Then $\tilde{\phi} := \mu^{-1} \circ \phi \circ \mu \in \Phi$ and $A$ verifies $(\tilde{\phi}\mu - c)$ for every $\mu$.

By using $K^\mu$, one can prove the following two fixed point theorems, slightly extending results from [48] and [22].

Theorem 2.1.12. Let $(X, \mathcal{F})$ be a complete FM-space of type $M$, for which the triangle inequality ($\text{III}^\mu$) holds. Then every $\phi - \mu$ contraction has a unique fixed point which can be obtained by successive approximations.
Theorem 2.1.13. Let \((X, \mathcal{F}, T)\) be a complete Menger space, for which 
\(T \geq T^\mu\). Then every \(\phi - \mu\) contraction on \(X\) has a unique fixed point.

Remark 2.1.14. Notice that \(T^\mu(a, b) \leq \max(a + b - 1, 0) = T_L(a, b)\).

If we set \(f(s) = 1 - s\), then \((C_\phi)\) can be slightly generalized as
\[
f \circ F_{pq}(t) < t \Rightarrow f \circ F_{ApAq}(\phi(t)) < \phi(t)
\]
and we can extend our result from \([59]\):

Theorem 2.1.15. Let \((X, \mathcal{F}, T)\) be a complete (fuzzy) Menger space such 
that \(T \geq T_f\) (and \(f(0) < \infty\)). Then every mapping \(A : X \rightarrow X\) which satisfies, 
for some \(m \in M\) and \(\varphi \in \Phi\), the following condition
\[
f \circ F_{pq}(t) < m(t) \Rightarrow f \circ F_{ApAq}(\varphi(t)) < m(\varphi(t)),
\]
has a unique fixed point which is the limit of successive approximations.

The proof uses the fact that
\[
d(p, q) = K^m_f(p, q) := \sup\{t, m(t) \leq f \circ F_{pq}(t)\},
\]
gives a complete metric on \(X\) (see Theorem 4.2.A below). Moreover, 
\(d(Ap, Aq) \leq \varphi(d(p, q))\), that is \(A\) is a (classical) \(\varphi\)-contraction.

We can also extend to fuzzy Menger spaces an idea from \([20]\) and \([64]\). Let 
\((X, \mathcal{F})\) be a given FSM-space and \(A : X \rightarrow X\) a fixed mapping.

Definition 2.1.16. \(A\) is called a generalized \(C\)-contraction of Krasnoselski type 
if for each pair of real numbers \((a, b)\), with \(0 < a < b\), there exists \(L_{ab} \in (0, 1)\) such that the following implication holds:
\[
a \leq 1 - F_{pq}(a) \& 1 - F_{pq}(b) \leq b \& F_{pq}(t) > 1 - t \Rightarrow F_{AxAy}(L_{ab}t) > 1 - L_{ab}
\]
(C_{ab})

Theorem 2.1.17. Every generalized \(C\)-contraction on a complete fuzzy 
Menger space \((X, \mathcal{F}, T)\), where \(T \geq T_L\), has a unique fixed point, which is 
globally attractive.

Proof. As in \([20]\), one shows that \(A\) is a Krasnoselski contraction \([33]\) in the 
complete metric space \((X, K)\):
\[
K(Ap, Aq) \leq L_{ab}K(p, q), \text{ if } K(p, q) \in [a, b].
\]
2.2. Applications to weak Hicks C-contractions. We will emphasize two recent results of D. Miheţ, also relaxing the contraction condition of Hicks type, whose proofs can be obtained by using the Ky Fan type (semi)metric.

Definition 2.2.1. Let \((X, F)\) be a FSM-space. A self-mapping \(A\) of \(X\) is called a weak Hicks-contraction iff there exists \(L \in (0, 1)\) such that for all \(p, q \in X\) the following implication holds:

\[
(w - H) \in (0, 1), \; F_{pq}(t) > 1 - t \Rightarrow F_{ApAq}(Lt) > 1 - Lt;
\]

Theorem 2.2.2([40]). Let \((X, F, T)\) be a complete fuzzy Menger space with \(T \geq T_L\) and let us suppose that \(A : X \rightarrow X\) is a weak Hicks-contraction with the property that \(F_{qAq}(t) > 0\) for some \(q \in X\) and some \(t \in (0, 1)\). Then \(A\) has a fixed point.

Theorem 2.2.3. ([42]). Let \(T\) be a t-norm with \(\sup_{a<1} T(a, a) = 1\) and \(A : X \rightarrow X\) be a weak Hicks-contraction in a complete fuzzy Menger space \((X, F, T)\). Then \(A\) has a fixed point iff there exists \(x \in X\) such that \(D_{O(A,x)}(1) > 0\).

The proof follows easily by using the semimetric of Ky Fan. Firstly, as we know,
a) \(K(p, q) < \eta \Leftrightarrow F_{pq}(\eta) > 1 - \eta, \forall \eta < 1;\)

Moreover,
b) \(K(Ap, Aq) \leq K(p, q) \leq 1, \forall p, q \in X,\) and \(A\) is uniformly continuous;
c) \(K(p, q) < 1 \Rightarrow K(Ap, Aq) \leq LK(p, q).\)

We have to emphasize that \(K\) does not necessarily satisfy the triangle inequality, so that it is a semimetric only. But we can see that

\[D_{O(A,x)}(1) > 0 \Rightarrow \exists \delta < 1, D_{O(A,x)}(\delta) > 1 - \delta \Rightarrow K(p, q) < \delta, \forall p, q \in O(A, x).\]

Therefore \(A\) is \(K\)-strictly contractive on the bounded set \(O(A, x)\). Actually, as it is easily seen,

\[K(A^n(x), A^{n+s}(x)) \leq L^nK(x, A^s(x)) \leq L^n\delta.\]

Therefore (see the equivalence a) above) \((A^n(x))_{n \geq 0}\) is an \(F\)-Cauchy sequence, so convergent etc.

Example 2.2.4. Let us consider the discrete Menger space \(X\) under \(T_M\) determined by the mapping \((x, y) \rightarrow \varepsilon_1, \forall x \neq y\) on a set containing at least two elements. Clearly, any mapping \(A : X \rightarrow X\) is a weak Hicks-contraction.
and the constant mappings are (the only) Hicks C-contractions. One can construct different kinds (having in mind the fixed point set) of weak Hicks-contraction mappings (It is clear that only the eventually constant sequences are Cauchy/convergent).

3. Extended metrics and Sehgal-type contractions

V. M. Sehgal introduced a natural class of probabilistic $B$-contractions on Menger spaces, as mappings $A$ for which there exists $L \in (0, 1)$ such that

$$F_{ApAq}(Lt) \geq F_{pq}(t), \forall p, q, t, \quad (BC_L)$$

and proved a partial analogue of the contraction principle (see [74]). H. Sherwood proved that a $B$-contraction on a given Menger space either has a globally attractive fixed point or has no fixed points, and constructed fixed point free probabilistic $B$-contractions on complete Menger spaces (see [76] or Theorem 3.2.2.1 below). In the case of fuzzy Menger spaces the situation is much more complex.

3.1. Fundamental examples II. As we have seen, $X = [0, \infty)$ is a complete fuzzy Menger space under the Archimedean triangular norm $T_P$, if one sets $F_{xx} := \varepsilon_0$ and $F_{xy}(t) := \min(x,y) \max(x,y), \forall t \in (0, \infty), \forall x, y \geq 0, x \neq y$.

1. If $Ax := x^{1-\text{sign}x}$, then $A$ is a $B$-contraction with two fixed points. Clearly $A^n0 \to 0 = A0$, and $A^n x \to 1 = A1$, for each $x > 0$.

2. The mapping $x \to Ax := Lx$, where $L \in (0, 1)$, is a $B$-contraction with the unique fixed point $0$ and $A^n x \to 0$ only for $x = 0$.

3. $X_0 = (0, \infty)$ is also a complete fuzzy Menger space under the $t$-norm $T_P$. Clearly $x \to Ax := Lx$, where $L \in (0, 1)$, is a $B$-contraction and has no fixed point. It is worth noting that $F_{pAp}(t) = L, \forall t > 0, \forall p \in X_0, K(x, y) = \frac{|x-y|}{\max(x,y)}$ and $K(Ax, Ay) = K(x, y), \forall x, y \in (0, \infty)$. Thus the probabilistic $B$-contraction $x \to Lx$ is a $K$-isometry and has no fixed point.


3.2.1. A proof for the theorem of Hadži-İstrățescu. Let $F : X \times X \to \Delta^+$ be a fuzzy metric, such that $(S, F, T_M)$ is a fuzzy Menger space, and consider an arbitrary fixed element $F$ of $D^+$. 
Lemma 3.2.1.1. The function $d_F$, defined on $X \times X$ by
\[ d_F(p, q) = \inf \{ a > 0, F_{pq}(at) \geq F(t) \ , \forall t \in \mathbb{R} \}, \]
is an extended metric on $X$ (as usually, $\inf \emptyset = +\infty$). Moreover, the $d_F$-topology is stronger than the $\mathcal{F}$-topology and every $d_F$-Cauchy sequence is an $\mathcal{F}$-Cauchy sequence.

Lemma 3.2.1.2. If $A : X \to X$ is a B-contraction on the fuzzy Menger space $(X, \mathcal{F}, T_M)$, then $A$ is a strict contraction on $(X, d_F)$.

Theorem 3.2.1.3. Let $(X, \mathcal{F}, T_M)$ be a complete fuzzy Menger space and suppose that $A : X \to X$ is a probabilistic B-contraction. Then $A$ has a fixed point iff there exists some $p \in X$ such that $F_{pAp} \in D^+$. 

Proof. Choose $F = F_{pAp} \in D^+$ and apply the above lemmas.

Example 3.2.1.4. For the mapping from Example 3.1.1,
\[ d_F(A^n p, A^{n+1} p) = \infty, \forall p \in X_0, \forall F \in D^+. \]

Remark 3.2.1.5. One can prove that the above result remains true in fuzzy Menger spaces under t-norms of Hadžić type\(^3\) and generalized B-contractions of type Krasnoselski (see Theorem 2.9 from [20], for the case of Menger spaces).

32.2. Other types of B-contractions in fuzzy Menger spaces. The family of h-t-norms is the largest class of continuous t-norms with the property that the contraction principle holds for any complete Menger space $(X, \mathcal{F}, T)$ and any Sehgal B-contraction (\cite{51, 52, 58, 61, 64, 66}). Consequently, for other t-norms one has to impose additional conditions either on the probabilistic contraction, or on the probabilistic metric (space). Results in this direction are largely presented in [18], Chapter 3.

\(^3\)For example, in the continuous case, using a sequence $b_n$ which is strictly increasing to 1 and such that $T(b_n, b_n) = b_n$, it easy to verify that $r_n(x, y) := \inf \{ t, F_{xy}(t) \geq b_n \}$ defines a countable family of ecarts which generates the $\mathcal{F}$-uniformity. If we suppose that $r_n(x, y) < \varepsilon$, then $F_{xy}(\varepsilon) \geq b_n$ and, by the contraction condition $\mathcal{BC}_L$, we see that $F_{Ax,Ay}(L\varepsilon) \geq b_n$, which says that $r_n(Ax, Ay) \leq L\varepsilon$. Therefore $r_n(Ax, Ay) \leq Lr_n(x, y), \forall x, y \in X, \forall n$. From the hypothesis $F_{Ax} \in D^+$ we can easily see that for each $n$ there exists $c_n < \infty$ such that $r_n(x, Ax) \leq c_n$. Now we can apply either Monna’s theorem (\cite{43}, Théorème 1) or the direct method as in [2] and obtain the existence of a fixed point.
In [63], we introduced the notion of B-contraction of type $r$ (a parameter in $[0, 1]$), by the following condition:

$$(PC_{r,L}) \quad F_{AxAy}(Lt) \geq \frac{F_{xy}(t)}{F_{xy}(t) + L^{1-r}(1 - F_{xy}(t))}, \forall t > 0, \forall x, y \in X,$$

for some $L \in (0, 1)$. Notice that for $r = 1$ we obtain B-contractions of type Sehgal on Menger spaces and fuzzy Menger spaces. Since in our definition $F_{xy}(t)$ is not necessarily $(0, 1)$-valued, the case $r = 0$ includes properly the notion of fuzzy contraction on strong fuzzy metric spaces, as defined in [10]:

$$(FC_L) \quad \frac{1}{F_{AxAy}(t)} - 1 \leq L\left(\frac{1}{F_{xy}(t)} - 1\right), \forall x, y \in X, \forall t > 0.$$

Clearly, every B-contraction of type $r$ having the Lipschitz constant $L$ is a B-contraction of type $1$ with the Lipschitz constant $L^r$.

In [65] (see also [66, 67]), we considered the class of strict B-contractions, having the property that, for a $\lambda \in (0, 1)$,

$$(PS\lambda) \quad F_{AxAy}(\lambda t) \geq \frac{F_{xy}(t)}{F_{xy}(t) + \lambda(1 - F_{xy}(t))}, \forall x, y \in X, \forall t > 0.$$

Actually, the following results hold.

**Theorem 3.2.2.1.** Let $A$ be a B-contraction of type $r$ on a complete fuzzy Menger space $(X, \mathcal{F}, T)$.

1. Suppose that $\sup_{a < 1} T(a, a) = 1$. Then
   - (1.i) If $r \in (0, 1]$, $A$ has a fixed point iff there exists $x \in X$ such that $\lim_{t \to \infty} \inf_{p \geq 0} F_{xAp} > 0$.
   - (1.ii) If $r = 0$, $A$ has a fixed point iff there exists $x \in X$ such that $\inf_{p \geq 0} F_{xAp} > 0$.

2. Suppose that $T \geq T_L$. Then a B-contraction of type $r \in (0, 1)$ has a fixed point iff $F_{xAx}(t) > 0$ for some $x \in X$ and some $t > 0$.

3. Let $T$ be of Hadžić-type and $r > 0$. Then $A$ has a fixed point iff $F_{xAx} \in D^+$ for some $x \in X$.

The proofs have essentially used the following metric-like mappings $K_g$ on a fuzzy semi-metric space $(X, \mathcal{F})$: $K_g(x, y) = \sup\{t|t \leq g \circ F_{xy}(t)\}$. Since $K_g(x, y) < \delta \Leftrightarrow F_{xy}(\delta) > g^{-1}(\delta), \forall \delta \in (0, g(0))$, for every fuzzy semimetric $\mathcal{F}$ and every additive generator $g$, then

a) $K_g$ generates the $\mathcal{F}$-topology and the semiuniformity $U_{\mathcal{F}}$, that is $K_g$ is an extended semimetric;
b) $X$ is $\mathcal{F}$–complete iff it is $K_g$–complete;

c) $K_g$ is an extended metric on every fuzzy Menger space under a t-norm

$T \geq T_g$.

d) $K_g(x, y) = \infty$ iff $g(0) = \infty$ and $F_{xy}(t) = 0$ for every $t$. If $g(0) = 1$, $K_g$ is a $[0, 1]$–valued semimetric.

Remark 3.2.2.2. As we have already seen (see Fundamental examples II), by setting $F_{xy}(t) = \min(x, y) \max(x, y)$, $\forall t \in (0, \infty)$, $\forall x, y \geq 0$, $x \neq y$, $X = [0, \infty)$ becomes a complete fuzzy Menger space under the triangular norm $T_P$. Simple calculations show that

(i) $K(x, y) = \frac{|x - y|}{\max(x, y)}$ and $K_{g_p}(x, y) = \log\frac{\max\{x, y\}}{\min\{x, y\}}$ give (extended) metrics.

(ii) For $g_1(s) = \frac{1}{s} - 1$ we obtain $K_{g_1}(x, y) = \frac{|x - y|}{\min(x, y)}$, which gives only an extended semimetric, and $K(x, y) \leq K_{g_p}(x, y) \leq K_{g_1}(x, y)$.

(iii) For the mapping $Ax := ax$, where $a > 0$ is given, $K(Ax, Ay) = K(x, y), \forall x, y \in (0, \infty)$. Hence $x \rightarrow Ax$ is a deterministic isometry as well as a B-contraction of type 1 without fixed points.

(iv) For $Ax := a + x$, we have $K(Ax, Ay) = \frac{|x - y|}{\max(a + x, a + y)} \leq K(x, y)$, and $\lim_{y \to \infty} \frac{K(Ax, Ay)}{K(x, y)} = 1$.

Remark 3.2.2.3. In [66], by remarking that the condition $(\text{PSC}_\lambda)$ can be rewritten as $g_1 \circ F_{Ax,Ay}(\lambda t) \leq \lambda g_1 \circ F_{xy}(t)$, where $g_1(s) := \frac{1}{s} - 1$ generates the (strict) t-norm given, for $a + b > 0$, by $T_1(a, b) := \frac{ab}{a+b-ab} \geq T_P(ab) \geq T_L(a, b)$, we have proven the following more general fixed point result by the method of Maia [34] applied to $K_g$ and $K_h$:

Theorem 3.2.2.4. Suppose the next conditions (i)-(iii) are verified for a selfmapping $A$ of a complete fuzzy Menger space $(X, \mathcal{F}, T)$ and the additive generators $g, h$:

(i) $g(a) \geq h(a)$ and $T(a, b) \geq T_h(a, b), \forall a, b \in [0, 1]$;

(ii) $A$ is a strict $g$-contraction, that is, for some fixed $\lambda \in (0, 1)$,

$F_{Ax,Ay}(\lambda t) \geq g^{(-1)}(\lambda g) \circ F_{xy}(t), \forall t > 0, \forall x, y \in X$; \quad (\text{PSC}_\lambda'^*)

(iii) $F_{z,Ax}(u) > 0$ for some $z \in X$ and some $u > 0$.

Then $A$ has a fixed point.
3.3. Methods of type Luxemburg-Margoliz.

3.3.1. Power-exponential weights and fixed points in FM-spaces. By using the following nonnegative functions, we can measure the distance between the maximal element $\varepsilon_0$ and the elements of $\Delta^+$. Let $k$ be a (fixed) positive real number.

**Lemma 3.3.1.** The mapping $\delta_k : \Delta_+ \to \mathbb{R}_+$, given by

$$\delta_k(F) := \sup_{x>0} \{ x^k[1 - F(x)]e^{-x} \}, \quad (3.3.1.1)$$

has the following properties:

(i) $\delta_k(F) = 0 \iff F = \varepsilon_0$;

(ii) If $F_1 \leq F_2$, then $\delta_k(F_1) \geq \delta_k(F_2)$;

(iii) $\delta_k(\lambda \circ F) \leq \lambda^k \delta_k(F)$, $\forall \lambda \geq 1$;

Let $\beta = \mathbb{K}(F) = \sup \{ t \mid t \leq 1 - F(t) \}$ define the écart of Lévy-Ky Fan. Then

(iv) $\beta^{k+1} e^{-\beta} \leq \delta_k(F) \leq \max\{ \beta^k, \beta^k e^{-\beta} \}$;

(v) $\delta_k(F_n) \to 0 \iff F_n(x) \to 1$, for each $x > 0$.

**Theorem 3.3.1.2.** Let $(X, \mathcal{F})$ be a fuzzy metric space and

$$e_k(p, q) := \delta_k(F_{pq}) = \sup_{x>0} x^k[1 - F_{pq}(x)]e^{-x}, \forall p, q \in X \quad (3.3.1.2)$$

Then

1° $e_k$ is a semi-metric that generates the semi-uniformity $\mathcal{U}_F$;

2° If $(X, \mathcal{F}, T_L)$ is a fuzzy Menger space, then

$$(p, q) \to \theta_k(p, q) := \{ e_k(p, q) \}^{1/k} \quad (3.3.1.3)$$

gives a metric on $X$. Moreover, $(X, \mathcal{F})$ is complete if and only if $(X, \theta_k)$ is complete.

**Proof.** 1° follows from Lemma 3.3.1.1. and the definitions. For 2°, notice that $(X, \mathcal{F}, T_L)$ is a fuzzy Menger space if and only if the following inequality holds:

$$1 - F_{pq}(x) \leq 1 - F_{pr}(tx) + 1 - F_{rq}[(1-t)x], \forall p, q, r \in X, \forall x \in \mathbb{R}, \forall t \in [0, 1]. \quad (3.3.1.4)$$

Therefore, for each $x > 0$,

$$x^k[1 - F_{pq}(x)]e^{-x} \leq \frac{1}{tk} e_k(p, r) + \frac{1}{(1-t)k} e_k(r, q), \forall t \in (0, 1).$$
This implies the inequality
\[ e_k(p, q) \leq \frac{1}{t^k} e_k(p, r) + \frac{1}{(1-t)^k} e_k(r, q), \forall t \in (0, 1) \]
and we easily see that
\[ \left\{ e_k(p, q) \right\}^{\frac{1}{1+t}} \leq \left\{ e_k(p, r) \right\}^{\frac{1}{1+t}} + \left\{ e_k(r, q) \right\}^{\frac{1}{1+t}} \]
that is \( \theta_k \) verifies the triangle inequality. The last part follows from the inequality (iv) of Lemma 3.3.1.1.

**Remark 3.3.1.3.** The above proof shows that in the case \((X, F, T_L)\) is non-Archimedean, \( e_k \) itself is a metric, generating the \( F \)-uniformity.

\( \theta_k \) can be successfully used to prove a rather general fixed point result:

**Theorem 3.3.1.4.** Let \((X, F, T)\) be a complete fuzzy Menger space such that \( T \geq T_L \). If \( A : X \to X \) is a B-contraction, that is
\[ F_{ApAp}(x) \geq F_{pq}(\frac{x}{L}), \forall x \in R \] (3.3.1.5)
for some \( L \in (0, 1) \) and all pairs \( (p, q) \in X \times X \), then the following are equivalent

(3.3.1.6.1) \( A \) has a fixed point
(3.3.1.6.2) There exist \( p \in X \) and \( k \in (0, \infty) \) such that
\[ E_k(p) := \sup_{x > 0} \{ x^k [1 - F_{Ap}(x)] \} < \infty \] (3.3.1.6)

**Proof.** The implication (3.3.1.6.1) \( \Rightarrow \) (3.3.1.6.2) is obvious:
\[ p = Ap \Rightarrow F_{Ap}(x) = 1, \forall x > 0 \Rightarrow E_k(p) = 0. \]
If \( E_k(p) < \infty \) for some \( p \in X \) and \( k \in (0, \infty) \), then we see that \( \delta_k(F_{Ap}) \leq E_k(p) \). Using the inequality (3.3.1.5) we get
\[ x^k[1 - F_{ApAp}(x)] e^{-x} \leq x^k[1 - F_{Ap}(\frac{x}{L})] e^{-x} \]
\[ = L^k \{ (\frac{x}{L})^k[1 - F_{Ap}(\frac{x}{L})] \} e^{-x} \leq L^k E_k(p). \]
This shows that
\[ \theta(Ap, A^2p) \leq L^{\frac{k}{k+1}} (E_k(p))^{\frac{1}{k+1}} \] (3.3.1.7)
By applying (3.3.1.7) for \( A^n \), which verifies (3.3.1.5) with the Lipschitz constant \( L^n \), we obtain
\[ \sum_{n=0}^{\infty} \theta_k(A^n p, A^{n+1} p) \leq \sum_{n=0}^{\infty} (L^{\frac{k}{k+1}})^n \{ E_k(p) \}^{\frac{1}{k+1}} < \infty. \] (3.3.1.8)
Therefore \((A^n p)_{n \geq 0}\) is a Cauchy sequence in the complete metric space \((X, \theta_k)\), thus it converges to some point \(p_* \in X\). Since (5) implies also the continuity of \(A\), then \(p_*\) is a fixed point.

**Remark 3.3.1.5.** a) Generally, \(A\) is not contractive relatively to \(\theta_k\) or \(e_k\).

b) The supremum in (3.3.1.6) may be infinite for certain values of \(k\) or for different points in \(X\).

c) Clearly, the condition (3.3.1.6) is verified whenever \(F_{pAp}(t_p) = 1\) for some \(t_p > 0\).

### 3.3.2. Metrics of mean type and a fixed point principle.

The concrete formulae proposed by us in [62, 64] can also be applied to fuzzy metrics:

**Lemma 3.3.2.1.** 1. The function \(\rho_0\), defined by

\[
\rho_0(p, q) = \int_0^1 (1 - F_{pq}(t)) dt, \quad \forall (p, q) \in X \times X, \tag{3.3.2.1}
\]

is a semi-metric on \(X\), which generates \(U_F\). Moreover,

\[
K^2 \leq \rho_0 \leq 2K - K^2. \tag{3.3.2.2}
\]

2. If \((X, F, T)\) is a fuzzy Menger space and \(T \geq T_L\), then the mapping defined by

\[
R_0(p, q) = \left\{ \int_0^1 [1 - F_{pq}(t)] dt \right\}^{\frac{1}{2}}, \quad \forall p, q \in X \times X \tag{3.3.2.3}
\]

is a metric generating the strong uniformity \(U_F\). Moreover, \(K(p, q) \leq R_0(p, q) \leq \sqrt{2K(p, q)}\), \(\forall p, q \in X\) so that \((X, F, T)\) is complete iff \((X, R_0)\) is complete.

Now, let \(\lambda\) be fixed in \([0,1]\) and define

\[
R_\lambda(p, q) := \left( \int_0^1 \frac{1 - F_{pq}(t)}{(1 + t)^\lambda} dt \right)^{\frac{1}{2}}, \quad \forall p, q \in X. \tag{3.3.2.3}_\lambda
\]

**Theorem 3.3.2.2.** Let \((X, F, T)\) be a fuzzy Menger space with \(T \geq T_L\). Then

(i) \(R_\lambda\) is a metric, for each \(\lambda \in [0,1]\).

(ii) \(0 \leq \lambda < \mu \leq 1 \Rightarrow \frac{1}{\sqrt{2}}R_0(p, q) \leq R_1(p, q) \leq R_\mu(p, q) \leq R_\lambda(p, q) \leq R_0(p, q), \quad \forall p, q \in X\).

(iii) \(R_\lambda\) generates the strong \(F\)-uniformity on \(X\).

(iv) \((X, F, T)\) is complete iff \((X, R_\lambda)\) is complete for some \(\lambda \in [0,1]\).
By using the above metric-like functions and the alternative of fixed point, one can obtain the following fixed point result.

**Theorem 3.3.2.3.** Let $A$ be a $B$-contraction on a complete fuzzy Menger space $(X, F, T)$.

(i) For every $\lambda \in [0, 1]$, 
$$ R_\lambda(\alpha p, \alpha q) \leq L \frac{1 - F_{pq}(t)}{(1 + x)^{2\lambda}} \int_0^1 \frac{1 - F_{pq}(t)}{(1 + x)^{2\lambda}} dt. $$

(ii) If the $t$-norm $T$ is stronger than $T_L$, then the following statements are equivalent:

1\textsuperscript{st} $A$ has a fixed point.

2\textsuperscript{nd} There exist $p \in X$ and $\lambda \in [0, 1)$ such that 
$$ E_{p Ap} := \int_0^\infty \frac{1 - F_{p Ap}(t)}{(1 + t)^{2\lambda}} dx < \infty. $$

Notice that, as in [62, 64], the above method can be applied to any Archimedean $t$-norm $T$.

### 4. General formulae for distances

In the sequel, we will make use of continuous operations $S$ on $\mathbb{R}_+ = [0, \infty]$ having, at least, the following properties: 1\textsuperscript{o} $S(x, y) = S(y, x)$, 2\textsuperscript{o} $S(x, y) \leq S(x, z)$ if $y \leq z$ and 3\textsuperscript{o} $S(0, 0) = 0$ and $S(x, y) \geq \max\{x, y\}$. The most important examples are the well-known operations $S_p : S_p(a, b) = (a^p + b^p)^{1/p}$, for $0 < p < \infty$, and $S_\infty(a, b) = \max(a, b)$. Other examples can be obtained using representation theorems for continuous Archimedean semigroups: There exists a **generator** $s : \mathbb{R}_+ \to \mathbb{R}_+$ such that (a) $s(0) = 0$, (b) $s$ is continuous, (c) $s$ is strictly increasing and 
$$ S(a, b) = S_s(a, b := s^{-1}(s(a) + s(b))), $$

where $s^{-1}(b) := s^{-1}[\min(b, s(\infty))].$

We say that $\lambda : [0, \infty] \to [0, \infty]$ is an element of $\Lambda(S)$ iff (A-0): $\lambda(t) = 0 \iff t = 0$, (A-1): $\lambda$ is continuous and non-decreasing and (A-2): $\lambda \circ S(a, b) \leq \lambda(a) + \lambda(b)$ for all $a, b \in \mathbb{R}_+$. Notice that, for $\lambda$ strictly increasing, the condition (A-2) is equivalent to the fact that $S$ is weaker than $S_\lambda$. It is clear that
Λ := Λ(S₁) is a family of sub-additive functions, a fact also true for every S ≥ S₁.

Let M(S) denote the family of all applications μ : [0, ∞] → [0, ∞], possessing the following three properties: (M-0): μ(t) = 0 ⇔ t = 0 ; μ(∞) = ∞, (M-1): μ is continuous and increasing, and (M-2): S(μ(a), μ(b)) ≤ μ ◦ S(a, b) for all a, b ∈ R⁺. Notice that μ⁻¹ ∈ Λ(S) if μ ∈ M(S) and S ≤ S₁. Clearly M(S₁) = M.

4.1. A general formula of type Fréchet. J. F. C. Kingman introduced in [30] the first (deterministic) metric for Wald spaces. By means of so called T-conjugate transforms, the Kingman’s formula was extended to Menger spaces under a continuous Archimedean t-norm T, in terms of its multiplicative generators (see [45] or [72], p. 131). Our idea from [49, 50], to use additive generators, can be successfully applied to fuzzy Menger spaces in a very general setting.

Lemma 4.1.1. Let λ ∈ Λ(S) and μ ∈ M(S) be fixed. For any t ≥ 0 and F ∈ Δ⁺, set

\[ d_t(F) = λ(t) + f \circ F \circ μ(t). \]

Then

(1) \( d_t(ε₀) = λ(t) \) for all \( t > 0 \);

(2) \( F = ε₀ ⇔ \inf_{t≥0} d_t(F) = 0 \);

(3) \( d_{S(s,t)}(F) ≤ d_s(G) + d_t(H) \), provided

\[ F \circ (μ(s), μ(t)) ≥ T_f(G(μ(s)), H(μ(t))). \]

Theorem 4.1.A. Let \((X, F, T)\) be a fuzzy S-Menger space with the t-norm stronger than \(T_f\) and consider the function \(ρ = F^λμ\) defined by

\[ F^λμ(x, y) = \inf_{t>0} \{λ(t) + f \circ F_{xy} \circ μ(t)\}, ∀x, y ∈ X. \]

Then \(F^λμ\) is an extended metric which generates the uniformity \(U_F\).

Proof. Using the triangle axiom with \(T ≥ T_f\) and Lemma 4.1.1. we obtain the inequalities \(d_{S(s,t)}(F_{xz}) ≤ d_s(F_{xy}) + d_t(F_{yz})\) and \(ρ(x, z) ≤ ρ(x, y) + ρ(y, z)\). For any \(δ < f(0)\),

\[ ρ(x, y) < δ ⇔ \exists t > 0 : λ(t) + f \circ F_{xy} \circ μ(t) < δ \Rightarrow F_{xy} \circ μ(t) > f⁻¹(δ) & λ(t) < δ. \]
Now, for any given \( \varepsilon > 0 \) and \( p \in (0, 1) \), choose \( \delta > 0 \) such that \( f^{-1}(\delta) \geq 1 - p \) and \( \delta < \lambda \circ \mu^{-1}(\varepsilon) \). Therefore \( \{(x, y) : \rho(x, y) < \delta\} \subset \{(x, y) : F_{xy}(\varepsilon) > 1 - p\} \).

On the other hand, by the continuity of \( \lambda \) and \( f \), there exist \( t > 0 \) and \( p \in (0, 1) \) such that \( f(1 - p) + \lambda(t) < \delta \). If \( \varepsilon = \mu(t) \), then \( \{(x, y) : F_{xy}(\varepsilon) > 1 - p\} \subset \{(x, y) : \rho(x, y) < \delta\} \).

4.1.1. Some particular cases and applications. **Corollary 4.1.B.** Let \( f \) be an additive generator of \( T_f \leq T \) and, for a given fuzzy Menger space \((X, F, T)\), consider the mapping defined by

\[
F_f(p, q) = \inf_{t>0}\{t + f \circ F_{pq}(t)\}, p, q \in X.
\]

Then

(i) \( F_f \) is an extended metric on \( X \). \( F_f(p, q) < \infty \) if \( F_{pq} \in D^+ \) or \( T \) is nonstrict;

(ii) The uniformity generated by \( F_f \) is the \( F \)-uniformity;

(iii) If \( a \) is a positive real number, then \( F_a^f \) defined by

\[
F_a^f(p, q) = \inf_{t>0}\{at + f \circ F_{pq}(t)\}
\]

has the properties (i)-(ii);

(iv) For each \( a \in (0, 1] \) one has

\[
aF_f \leq F_{af} \leq F_f
\]

and so all \( F_f \) are uniformly equivalent.

We only notice that \( F_f(p, q) = \inf_{t \geq 0}\{t + f \circ F_{pq}(t)\} \), that \( g = \frac{1}{a}f \) is also an additive generator of \( T \) and, for \( a \leq 1 \), \( aF_f(p, q) = \inf_{t \geq 0}\{at + af \circ F_{pq}(t)\} \leq \inf_{t \geq 0}\{t + af \circ F_{pq}(t)\} = F_a^f(p, q) \leq \inf_{t \geq 0}\{t + f \circ F_{pq}(t)\} = F_f(p, q) \); moreover, for every additive generator \( g \) of \( T \) there exists \( a \in (0, 1] \) such that \( g = af \) or \( f = ag \).

The case of \( T_L \), with the additive generator \( t \to 1 - t \), gives the Fréchet-type metric:

**Corollary 4.1.C.** If \((X, F, T_L)\) is a fuzzy Menger space, then the function \( F \) defined by

\[
F(p, q) = \inf_{t>0}\{t + 1 - F_{pq}(t)\}
\]
is a metric on $X$. In particular, $F$ metrizes the topology of the convergence in probability for every $E$-space.

As a matter of fact, this result can be used for every Archimedean t-norm:

**Corollary 4.1.D.** Let $(X, \mathcal{F}, T)$ be a fuzzy Menger space under a continuous Archimedean t-norm $T$. Then there exists an increasing bijection $h : [0, 1] \to [0, 1]$ such that the function $F_{Lh}$ is a metric on $X$:

$$F_{Lh}(p, q) = \inf_{t \geq h} \{t + 1 - h \circ F_{pq}(t)\}.$$  \hspace{1cm} (4.1.6)

The proof is simple: To each continuous Archimedean t-norm $T$ there corresponds an $h$ as in the theorem such that $T(a, b) \geq h^{-1}(T_L(b(a), h(b)) = T_{Lh}(a, b)$. Thus $(X, h \circ \mathcal{F}, T_L)$ is a fuzzy Menger space and we can apply (4.1.5) for $h \circ \mathcal{F}$. Notice that $T_{Lh}$ has the additive generator $f_{Lh} = f_L \circ h = 1 - h$.

**Remark 4.1.2.** On a fuzzy Menger space $(X, \mathcal{F}, \text{Min})$, one obtains metrics for every $f$ in (4.1.3) and for every increasing bijection $h$ in (4.1.6). Applied to an arbitrary FM-space, (4.1.5) gives a symmetric positively defined mapping. Although it does not necessarily verify the triangle inequality, $F$ generates the $\mathcal{F}$-uniformity on $X$. The same is true for $F_f$ from (4.1.3). The above results, giving sufficient conditions for the corresponding functions to verify the triangle inequality, are best possible in the following sense: for each t-norm $T'$ weaker than the Archimedean t-norm $T$ there exists a Menger space $(X, \mathcal{F}, T')$ such that $\rho_f$ given by (4.1.3) is a metric for no additive generator $f$ of $T$: For $X = \{p, q, r\}$ of three distinct points, choose $a, b \in (0, 1)$ such that $T'(a, b) < T(a, b)$ and set

$$F_{pr}(t) = \begin{cases} 0, & t \leq a \\ 1, & t > a \end{cases}, \quad F_{rq}(t) = \begin{cases} 0, & t \leq b \\ 1, & t > b \end{cases}$$

and

$$F_{pq}(t) = \begin{cases} 0, & t \leq T'(a, b) \\ 1, & t > T'(a, b) \end{cases}. \quad \text{Then} \quad (X, \mathcal{F}, T') \quad \text{is a Menger space and} \quad \rho_f(p, r) = f(a), \quad \rho_f(r, q) = f(b), \quad \rho_f(p, q) = f(T'(a, b)).$$

**Remark 4.1.3.** Like in [50], [56], a family of extended metrics of Lévy type on the set of distance distribution functions can be obtained: Let $T$ be a left-continuous t-norm and consider the corresponding t-function $\tau_T$ ([75], [72]). Then, as in [26], there exists a mapping $F_T : \Delta^+ \times \Delta^+ \to \Delta^+$,

$$F_T(F, G) = \sup \{H \in \Delta^+, \tau_T(F, H) \leq G, \tau_T(G, H) \leq F\}.$$
such that \((\Delta^+, F_T, T)\) is a fuzzy Menger space. Then, using (4.1.3) for \(T \geq T_f\), we obtain an extended metric on \(\Delta^+\), which is a metric if \(f(0) < \infty\):

\[
L_f(F, G) = \inf_{t>0} \{t + f \circ F_T(F, G)(t)\}.
\]

4.2. A general formula of type Ky Fan. We can also obtain a comprehensive class of extended metrics of type Ky Fan. For \(\nu \in \mathcal{M} := \mathcal{M}(S_1)\), \(\mu \in \mathcal{M}(S)\), and \(f\) an additive generator, let us consider the following formula:

\[
K^\nu_\mu(x, y) = \sup \{t, \ t \geq 0, \ \nu(t) \leq f \circ F_{xy} \circ \mu(t)\}. \tag{4.2.1}
\]

**Theorem 4.2.A.** If \((X, \mathcal{F}, T)\) is a fuzzy \(S\)-Menger space, where \(S \leq S_1\) and \(T \geq T_f\), then \(r = K^\nu_\mu\) is an extended metric on \(X\) and \(U_r \equiv U_F\).

**Proof.** From (4.2.1) it is clear, for \(\nu(\varepsilon) < f(0)\), that

\[
K^\nu_\mu(x, y) < \varepsilon \iff F_{xy}(\mu(\varepsilon)) > f^{-1}(\nu(\varepsilon)), \tag{4.2.2}
\]

which also implies the last affirmation. Suppose that \(r(x, y) < \varepsilon\) and \(r(y, z) < \delta\). Then we have \(f \circ F_{xy} \circ \mu(\varepsilon) < v(\varepsilon)\), \(f \circ F_{yz} \circ \mu(\delta) < v(\delta)\). Since \(\nu \in \mathcal{M}, \mu \in \mathcal{M}(S)\) and \(\mathcal{F}\) verifies the triangle inequality, one can write successively

\[
f \circ F_{xz} \circ S(\varepsilon, \delta) \leq f \circ F_{xx} \circ S(\varepsilon, \delta) \leq f \circ F_{xz} \circ S(\mu(\varepsilon), \mu(\delta)) \leq f \circ F_{xz} \circ S(\mu(\varepsilon)) + f \circ F_{yz}(\mu(\delta)) < v(\varepsilon) + v(\delta) \leq v(S_1(\varepsilon, \delta)).
\]

Hence \(r(x, z) < S_1(\varepsilon, \delta) = \varepsilon + \delta\). Therefore \(r(x, z) \leq r(x, y) + r(y, z)\).

**Example 4.2.1.** (1) In every (extended) metric space \((X, d)\), considered as a (fuzzy) Menger space \((X, E_d, Min)\), \(K^\nu_\mu(x, y) = \min\{\mu^{-1}(d), \nu^{-1}(f(0))\}\) gives an equivalent (extended) metric.

(2) Applied to \(X(\Omega, K, P)\), (4.2.2) leads to a whole family of metrics for the convergence in probability:

\[
K^\nu_\mu(x, y) = \sup \{t : \nu(t) \leq P(|x - y| \geq \mu(t))\}.
\]

**References**


[59] V. Radu, Deterministic metrics on Menger spaces and applications to fixed point theorems, Babeș-Bolyai University, Fac. of Math. and Physics, Research Seminar, 2(1988), 163-166.


