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Let X = (X1, X2, ..., Xn) be a sample from the population P ∈ {Pθ :
θ ∈ Dθ}− a parametric family ( that is, Pθ is a known probability
measure when θ is known for every θ, θ ∈ Dθ), where Dθ− is called
the parameter space, Dθ ⊂ Rk where k is some fixed positive integer,
k is dimension of Dθ.

If f(X | θ) is the probability density function for some model of
the data, which has parameter vector θ = (θ1, θ2, ..., θk) then the
Fisher information matrix In(θ) of sample size n is given by the
k× k symmetric matrix whose ij− th element is given by the covari-
ance between first partial derivatives of the log-likelihood, In(θ)ij =

Cov
[
∂ ln f(X|θ)

∂θi
, ∂ ln f(X|θ)

∂θj

]
.

In this article, under certain regularity conditions, we discuss var-
ious applications of the information matrix in statistics then we have
in view the maximum likelihood estimators which have useful prop-
erties, including reparametrization-invariance, consistency, and suffi-
ciency.
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