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ON THE STABILITY OF 2D GENERAL
ROESSER LYAPUNOV SYSTEMS

MOHAMMED AMINE GHEZZAR, DJILLALI BOUAGADA, KAMEL BENYETTOU,
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Abstract. This paper addresses the problem of stability for general two-dimen-
sional (2D) discrete-time and continuous-discrete time Lyapunov systems, where
the linear matrix inequalities (LMI’s) approach is applied to derive a new suffi-
cient condition for the asymptotic stability.
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1. INTRODUCTION

The most popular models of two-dimensional linear systems are the models
introduced by Roesser [29], Fornasini-Marchecini [7, 8]. They have been gen-
eralized for singular 2D models by Kurek [24], Kaczorek in [15, 16, 17, 18, 20]
and has many applications in control theory, modern circuit design and digital
image processing, iterative learning, control synthesis or repetitive processes,
image processing, seismological and geographical data processing, power trans-
mission lines etc. The stability test is the most important and fundamental
problem for design and analysis of systems. A number of stability test of 2D
systems has been studied. Thus internal stability and asymptotic behavior of
2D linear models were investigated by Valcher [32] and asymptotic stability
of 2D linear systems was investigated in [6, 12, 13, 19, 25, 30, 34]. An LMI
approach to checking stability of 2D systems was proposed by Twardy [31],
with generalizations to 2D positive systems by delays in Kaczorek [21]. In [34]
sufficient LMI conditions for the internal stability of 2D singular linear systems
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with respect to acceptability and jump modes were given. Another LMI ap-
proach for the stability of the 2D state-space singular models was investigated
by Bouagada and Van Dooren in [3, 4], and in [1, 2, 5, 11, 33, 34].

In the last few years, a new class of 1D and 2D discrete-time and continuous-
time Lyapunov linear systems has been introduced. In the 2D Lyapunov sys-
tems described by the Roesser model, the independent variables are discrete
and/or continuous and propagating in two different directions. Such models
appear for example in circuit design, X-ray image enhancement. Thus, the con-
trollability and observability of the Lyapunov systems were treated in Murty
and Apparao [26]. The positive 1D and 2D discrete-time and continuous-time
Lyapunov systems in [22, 27]. Discrete-time and continuous-time Lyapunov
cone-systems were considered by [23] and [28].

In this work, the new general 2D discrete-time singular Lyapunov systems
and also the 2D continuous-discrete-time singular Lyapunov systems are con-
sidered. The main purpose of this paper is to present a sufficient condition for
the asymptotic stability test in terms of linear matrix inequalities (LMIs). An
LMI approach is used to produce highly significant new results on the stability
analysis of these processes and to design the control schemes for these models.

2. PRELIMINARIES

We denote by Rm×n, (Cm×n), the set of real (complex) matrices with m
rows and n columns and by Rm, (Cm), the set of real (complex) vectors. Also,
Z+ denotes the positive integers and R+ the positive real line. Some of the
following definitions and results can be found in [15].

Definition 2.1. Let the matrices A = [aij ] ∈ Rm×n and B ∈ Rq×p such
that the Kronecker product A⊗B of matrices A and B is the block matrix

A⊗B = [aijB] ∈ Rmq×np

for all i = 1, ...,m and j = 1, .., n. The matrix A⊗B is (mq×np) matrix with
(mn) blocks [aijB] of order (pq).

Here, we will mention some properties and rules for the Kronecker product.
Let A ∈ Rm×n, B ∈ Rq×p, than the following properties hold:

(A⊗B)T = AT ⊗BT(1)

rank(A⊗B) = rank(A) · rank(B).(2)

Definition 2.2. With each matrix A = [aij ] ∈ Rm×n, we associate the
vector vec(A) ∈ Rmn defined by

vec(A) = [a11, . . . , am1, a12, . . . , am2, . . . , a1n, . . . , amn]T

(a column vector of each sequential column is stacked on top of one other).

Theorem 2.3. Let A ∈ Rm×n, B ∈ Rq×p, C ∈ Rm×p be given and let
X ∈ Rn×q unknown. Then, using the Kronecker product of the matrices A
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and BT , we can transform the matrix equation AXB = C into linear system
of nq equations in np unknowns given by

(3)
(
A⊗BT

)
vec(X) = vec(C)

We refer the reader to [14] for the proof.

3. THE GENERAL 2D DISCRETE-TIME LYAPUNOV SYSTEM

Now, we will introduce the definition of the model proposed for study and
some results concerning those systems established in [3, 4, 31].

Consider now the system

E

[
Xh (i + 1, j)
Xv (i, j + 1)

]
= A0

[
Xh (i, j)
Xv (i, j)

]
+

[
Xh (i, j)
Xv (i, j)

]
A1 + BU (i, j)

Y (i, j) = CX (i, j) + DU (i, j) , where i, j ∈ Z+

and Xh(i, j) ∈ Rn1×n and Xv(i, j) ∈ Rn2×n represent the horizontal and the
vertical state matrix at the point (i, j) with n = n1 + n2. U(i, j) ∈ Rm×n is
the input matrix and Y (i, j) ∈ Rp×n is the output matrix at the point (i, j).
E ∈ Rn×n , A0, A1 ∈ Rn×n B ∈ Rn×m, C ∈ Rp×n and D ∈ Rp×m. The system
(3) is called the general 2D discrete-time Lyapunov system described by the
Roesser model.

Applying Theorem 2.3 and property (1), then the general Lyapunov system
3 is transformed into the following equivalent 2D discrete-time general Roesser
model (2D-GRM).

(4) Ê

[
X̂h (i + 1, j)

X̂v (i, j + 1)

]
= Â

[
X̂h (i, j)

X̂v (i, j)

]
+ B̂Û (i, j)

(5) Ŷ (i, j) = ĈX̂ (i, j) + D̂Û (i, j) , where i, j ∈ Z+,

where X̂h (i, j) ∈ Rn.n1 ; X̂v (i, j) ∈ Rn.n2 are respectively the horizontal and

vertical state vectors; Û (i, j) ∈ Rm.n is the input vector, Ŷ (i, j) ∈ Rn.p is

the output vector and Ê ∈ R(n2)×(n2); Â ∈ R(n2)×(n2); B̂ ∈ R(n2)×(m.n) ;

Ĉ ∈ R(p.n)×(n2) ; D̂ ∈ R(p.n)×(m.n), and defined by the following relations:

Ê = E ⊗ In

Â = (A0 ⊗ In) + (In ⊗AT
1 )

B̂ = B ⊗ In

Ĉ = C ⊗ In

D̂ = D ⊗ In

(6)
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3.1. STABILITY OF GENERAL 2D LYAPUNOV SYSTEM

Let us first introduce the notion of asymptotic stability of the 2D Lyapunov-
GRM and the general 2D Lyapunov system.

Definition 3.1. Consider the system (4)–(5) with a zero input ( i.e., Û(i, j)
= 0 for i ≥ 0, j ≥ 0), so we call the autonomous system of the system (4)–(5)
the following one

(7) Ê

[
X̂h (i + 1, j)

X̂v (i, j + 1)

]
= Â

[
X̂h (i, j)

X̂v (i, j)

]

(8) Ŷ (i, j) = ĈX̂ (i, j) .

Definition 3.2. The general 2D GRM system (7) is asymptotically sta-
ble if the zero input response with any bounded boundary conditions satis-

fying supi

∥∥∥X̂(i, 0)
∥∥∥ < ∞ and supj

∥∥∥X̂(0, j)
∥∥∥ < ∞, converges to zero, i.e.,

limi,j→∞ X̂(i, j) = 0.

It is shown [33, 34] that the characteristic polynomial of the 2D-GRM (4)
is defined by

H(z1, z2) = det[Ê diag(z1In.n1 , z2In.n2)− Â]

=

n̄1∑
k=0

n̄2∑
l=0

aklz
k
1z

k
2 ,

(9)

where 0 ≤ n̄k ≤ n.nk for k = 1, 2 and

(10) diag(z1In.n1 , z2In.n2) =

[
z1In.n1 0

0 z2In.n2

]
.

We assume that an̄1,n̄2 6= 0, which guaranties the acceptability of the system
(4) (see [34]) and that the system (4) is free of jump [34] and causal, which is

guaranteed by the following relation: deg det[sÊ − Â] = rankÊ = rank(E ⊗
In) = nrankE. Based on [4, 13, 30], we adapt the following necessary and
sufficient conditions of stability for the 2D-GRM in terms of the characteristic
polynomial in the following results.

Theorem 3.3. The general 2D Lyapunov system (3) is asymptotically stable
if and only if H(z1, z2) 6= 0 for every pair (z1, z2) such that |z1| ≤ 1 and
|z2| ≤ 1, where H(z1, z2) is defined by the relations (9).

Remark 3.4. Note that some authors prefer representing the delay operator
of discrete-time systems by z−1 rather than z, which explains why different
forms of conditions are found in the literature. Those results can easily been
adapted when passing from one convention to another.
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The condition of some theorems implies checking the non-singularity of a
matrix of two variables in a connected 2D domain. A smart result provided
first in [13] and [12], and proved later on in [6], shows that this can be reduced
to testing two simpler conditions.

Theorem 3.5. The general 2D discrete system (3) is asymptotically stable
if and only if

H(z1, 0) 6= 0 for |z1| ≤ 1,(11)

H(z1, z2) 6= 0 for |z1| = 1 and |z2| ≤ 1(12)

Proof. This theorem was incorrectly proved in [12], [13] and [30]. Corrected
proofs appeared later in [6] and [25]. All proofs are based on the fact that the
functions with z1 and z2 via H(z1, z2) = 0 are algebraic functions. �

In the next section we transform these conditions into equivalent LMI con-
ditions, which can be checked in polynomial time.

3.2. LMI CONDITIONS FOR STABILITY TEST FOR 2D DISCRETE-TIME SYSTEMS

In order to reduce the above to an LMI formulation, we will need the fol-
lowing theorem, used in [4] to characterize positive polynomial matrices that
depend on a real parameter ω on the unit circle.

Theorem 3.6. A hermitian polynomial matrix P (z) =
∑2

i=0 Piz
i with re-

spect to P−i = P ∗i is positive definite on unit circle if and only if there exists
a hermitian matrix X such that[

P0 −X P1

P ∗1 X

]
> 0.

The following main theorem gives a sufficient condition for the asymptotic
stability of the general 2D Lyapunov system.

Theorem 3.7. The general 2D Lyapunov system (3) is asymptotically stable
if there exist hermitian matrices X0, X1, X2 with X0 ≥ 0, X1 ≥ 0 and X2 ≥ 0
satisfying the following LMI

(13) (A0 ⊗ In + In ⊗AT
1 )TX1(A0 ⊗ In + In ⊗AT

1 )− ĒT
1,0X1Ē1,0 > 0

[
(A0 ⊗ In + In ⊗AT

1 )TX2(A0 ⊗ In + In ⊗AT
1 )−X0

−ĒT
1,0X2(A0 ⊗ In + In ⊗AT

1 )

−(A0 ⊗ In + In ⊗AT
1 )TX2Ē1,0)

X0 + ĒT
1,0X2Ē1,0 + ĒT

0,1X2Ē0,1

]
> 0

(14)

with

(15) Ēk,l = (E ⊗ In).diag(k.In.n1 , l.In.n2) ∈ Rn2×n2
for k, l = 0, 1.



90 M. A. Ghezzar, D. Bouagada, K. Benyettou, M. Chadli, and P. Van Doren 6

Proof. The characteristic polynomial for the 2D-GRM is defined by

H(z1, z2) = det

[
Ê diag(z1In.n1 , z2In.n2)− Â

]
with Ê = E⊗In and Â = A0⊗In+In⊗AT

0 . Condition (11) on the characteristic
polynomial leads to

(16) H(z1, 0) = det

[
z1Ê diag(In.n1 , 0)− Â

]
for |z1| ≤ 1

That is satisfied if and only if the following LMI yields

(17) ÂTX1Â− diag(In.n1 , 0)ÊTX1Ê diag(In.n1 , 0), X1 > 0, X∗1 = X1.

Substituting Â , Ê and Ē1,0 in the relation (17), we obtain the LMI (13).
The condition (12) expresses that for all ω ∈ R and |z2| ≤ 1 we have

(18) H(ejω, z2) = det[z2Ê diag(0, In.n2) + ejωÊ diag(In.n1 , 0)− Â]

for |z2| ≤ 1. This is equivalent to det(z2V −W ) 6= 0 with V = Êdiag(0, In.n2)

and W = ejωÊ diag(In.n1 , 0)− Â which holds if and only if the following LMI
is feasible W ∗X2W − V ∗X2V > 0, X∗2 = X2, X2 > 0, where X2 will depend
on ω. If we impose that X2 to be constant then the relation (18) is equivalent

to the following ejωP1 + e−jωP ∗1 + P0 > 0, where P1 = −ÂX2Ê diag(In.n10),

P0 = −ÂX2Â + diag(In.n1 , 0)ÊTX2 Êdiag(In.n1 , 0)

−diag(0, In.n2)ÊTX2 Êdiag(0, In.n2).

Note that P ∗j = P−j . Applying theorem (3.6) then yields the following condi-

tion:

[
P0 −X P1

P ∗1 X

]
> 0, for some hermitian matrix X. Let us now define

a new hermitian matrix X0 by

X = X0 + diag(In.n1 , 0)ÊTX2 Êdiag(In.n1 , 0)

+ diag(0, In.n2)ÊTX2 Êdiag(0, In.n2).

So, it is clear that X∗0 = X0 and that P0 −X = ÂX2Â−X0. Substituting Ê,

Â and Ēk,l we obtain LMI (14). �

4. THE GENERAL 2D CONTINUOUS-DISCRETE TIME LYAPUNOV SYSTEMS

4.1. STABILITY OF THE GENERAL 2D CONTINUOUS-DISCRETE TIME LYAPUNOV

SYSTEM

Here we consider the general 2D continuous-discrete time Lyapunov system,
defined with a case similar to that in the previous section.
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Definition 4.1. The general 2D continuous-discrete time Lyapunov system
described by the Roesser model is defined by the equations

(19) E

[
Ẋh (t, i)

Xv (t, i + 1)

]
= A0

[
Xh (t, i)
Xv (t, i)

]
+

[
Xh (t, i)
Xv (t, i)

]
A1 + BU (t, i)

(20) Y (t, i) = CX (t, i) + DU (t, i)

for t ∈ R , i ∈ Z+ with Ẋh (t, i) = ∂Xh(t,i)
∂t . Xh(t, i) ∈ Rn1×n and Xv(t, i) ∈

Rn2×n represent the horizontal and the vertical state matrices at the point
(t, i), and n = n1 + n2. Matrices E, A0, A1, B, C, D have the same dimen-
sions as in the previous section.

By the same analogy shown previously, we transform the model (19)–(20)
into its equivalent 2D-GRM.

For the general 2D Lyapunov system (19) the vectorization form yields the
equivalent 2D-GRM

(21) Ê

[
˙̂
Xh (t, i)

X̂v (t, i + 1)

]
= Â

[
X̂h (t, i)

X̂v (t, i)

]
+ B̂Û (t, i)

Ŷ (t, i) = ĈX̂ (t, i) + D̂Û (t, i) ,

with t ∈ R and i ∈ Z+, and the matrices Ê, Â, B̂, Ĉ, D̂ have the same forms
as in (6).

In this case, the characteristic polynomial for the system (21) is defined by

the relation H(s, z) = det[Ê diag(sIn.n1 , zIn.n2) − Â] =
∑n̄1

k=0

∑n̄2
l=0 akls

kzl,
where 0 ≤ n̄k ≤ n.nk for k = 1, 2.

We also assume that an̄1,n̄2 6= 0 which guaranties the acceptability of the
system (21) (see [34]), and that the system (21) is free of jump [34] and causal,

which is guaranteed by the following relation: deg det[sÊ − Â] = rankÊ =
rank(E ⊗ In) = nrank(E).

Definition 4.2. The 2D-GRM (21) is called asymptotically stable if, for

any bounded boundary conditions X̂(t, 0) ∈ Rn2

+ , t ∈ R , X̂(0, i) ∈ Rn2

+ , i ∈ Z+,

we have limt,i→∞ X̂ (t, i) = 0.

To introduce an LMI condition for the general 2D Lyapunov system (21),
we have to apply the following result derived in [13] and [30].

Theorem 4.3. The continuous-discrete 2D-GRM (21) is asymptotically
stable if and only if

H(s, 0) 6= 0 for<(s) ≥ 0(22)

H(s, z) 6= 0 for<(s) = 0 and |z| ≤ 1(23)
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Theorem 4.4 ([4]). A hermitian polynomial matrix P (ω) =
∑2

i=0 Piω
i with

Pi = P ∗i is positive definite on ω ∈ R if and only if there exists a hermitian
matrix X such that[

P0 (P1 − jX)/2
(P1 + jX)/2 P2

]
> 0.

4.2. LMI CONDITIONS FOR STABILITY TEST FOR 2D CONTINUOUS-DISCRETE

TIME SYSTEMS

On the basis of the above definitions and theorems, we now propose the
sufficient LMI conditions for the asymptotic stability of 2D models described
in (19).

Theorem 4.5. The general 2D continous-discrete Lyapunov system (19) is
asymptotically stable if there exist hermitian matrices X0, X1, X2 with X0 ≥
0, X1 ≥ 0, and X2 ≥ 0 satisfying the following LMIs:

(24) ĒT
1,0X1(A0 ⊗ In + In ⊗AT

1 ) + (A0 ⊗ In + In ⊗AT
1 )TX1Ē1,0 < 0

(A0 ⊗ In + In ⊗AT
1 )TX2(A0 ⊗ In

+In ⊗AT
1 )− ĒT

0,1X2Ē1,0

−(A0 ⊗ In + In ⊗AT
1 )TX2Ē1,0 + ĒT

1,0X2(A0 ⊗ In
+In ⊗AT

1 ) + X0

X0

ĒT
1,0X2Ē1,0

]
> 0

(25)

where Ēk,l = (E ⊗ In).diag(kIn.n1 , lIn.n2) , k, l = 0, 1.

Proof. The characteristic polynomial for the system (21) is defined by

(26) H(s, z) = det

[
Ê diag(sIn.n1 , zIn.n2)− Â

]
, <(s) ≥ 0.

Condition (22) implies H(s, 0) = det

[
sÊ diag(In.n1 , 0)− Â

]
, <(s) ≥ 0.

Applying the fact that for the continuous time we have det(sV −W ) 6= 0 is
equivalent to W ∗XV + V ∗XW > 0; X > 0, X∗ = X, so there exists X1 > 0
with X∗1 = X1 satisfying diag(In.n1 , 0)ÊTX1Â + ÂTX1Ê diag(In.n1 , 0) < 0

and, by substituting Ê, Â and Ē1,0, the LMI (24) yields. Condition (23) leads

H(s, z) = det

[
Ê diag(sIn.n1 , zIn.n2)− Â

]
, <(s) = 0, |z| ≤ 1.

Putting s = jω for ω ∈ R, we have H(jω, z) 6= 0, which is equivalent to

(27) det

[
zÊ diag(0, In.n2) + jωÊ diag(In.n1 , 0)− Â

]
6= 0, ω ∈ R, |z| ≤ 1.
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Since that in the discrete time we have the following equivalence det(zV −
W ) 6= 0 if and only if W ∗XW − V ∗XV > 0; X > 0, X∗ = X and putting

V = Ê diag(0, In.n2) and W = Â− jωÊ diag(In.n1 , 0).
Then we have from (27) that there exists a hermitian matrix X2 satisfying

the following[
ÂT + jωdiag(In.n1 , 0)ÊT

]
X2

[
Â− jωÊdiag(In.n1 , 0)

]

−

[
diag(0, In.n2)ÊTX2Êdiag(0, In.n1)

]
> 0.

So

ω2

[
diag(In.n1 , 0)ÊTX2Êdiag(In.n1 , 0)

]
+ jω

[
diag(In.n1 , 0)ÊTX2Â

−ÂTX2Êdiag(In.n1 , 0)

]
+

[
ÂTX2Â−diag(0, In.n2)ÊTX2Êdiag(0, In.n2)

]
> 0

which is of the form P2ω
2 + P1ω + P0 > 0, where

P2 = diag(In.n1 , 0)ÊTX2Êdiag(In.n1 , 0)

P1 = j

[
diag(In.n1 , 0)ÊTX2Â− ÂTX2Êdiag(In.n1 , 0)

]
P0 = ÂTX2Â− diag(0, In.n2)ÊTX2Êdiag(0, In.n2).

Note that P ∗k = Pk for all k = 0, 1, 2.
Applying Theorem 4.4 it yields that there exists a hermitian matrix X

satisfying the following LMI:[
P0 (P1 − jX)/2

(P1 + jX)/2 P2

]
> 0.(28)

Let us now define a new hermitian matrix X0 by

X = 2X0 − ÂTX2Êdiag(In.n1 , 0) + diag(In.n1 , 0)ÊTX2Â

(see that X∗0 = X0). So, by replacing X and rewriting (28), we obtain

(29)

[
P0 −jX0

j[X0 + diag(In.n1 , 0)ÊTX2Â− ÂTX2Êdiag(In.n1 , 0)] P2

]
> 0.

Multiplying the matrix in the relation left and right by a block diagonal con-
gruence transformation matrix diag(In.n1 , jIn.n2)∗ and diag(In.n1 , jIn.n2) and

substituting the matrices Ê, Â and Ē0,1 by the equivalent matrices, we obtain
the LMI (25). �
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Remark 4.6. It is well known that for a matrix M ∈ C, if M is positive
definite, then for all X ∈ C the matrix X∗MX is positive semi-definite and if
X is nonsingular, then X∗MX is positive definite. One needs only to observe
the reversibility of the matrix diag(In.n1 , jIn.n2).

Example 4.7. Let us consider the general 2D discrete-time Lyapunov sys-
tem (3) with the following system of matrices:

E =


1 0 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 0

 , A1 =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

 .

A0 =


0.0400 −0.6800 0.7600 −1.4480 2.2320
0.1160 −0.7720 0.6840 −0.6000 0.6800
−0.4720 1.9440 0.5520 −0.2800 0.6400
−0.8400 −0.9160 0.6800 0.1200 0.4000
0.4000 0.6000 0.5520 0.1200 0.6400

 ,

Using our results, we find that our LMIs, as in Theorem 3.7, are feasible,
and the feasible solution can be found:

X0 =


0.5246 −0.0322 −0.0172 0.1075 0.0737
−0.0322 0.9091 0.0864 0.0563 0.0481
−0.0172 0.0864 0.4289 0.0152 0.3407
0.1075 0.0563 0.0152 0.3629 −0.2573
0.0737 0.0481 0.3407 −0.2573 0.6691

 ,

X1 =


0.3663 −0.5618 −0.1453 0.0913 −0.0007
−0.5618 2.0866 0.5943 −0.4911 −0.6537
−0.1453 0.5943 1.1623 −0.2827 −0.9865
0.0913 −0.4911 −0.2827 0.5410 0.3693
−0.0007 −0.6537 −0.9865 0.3693 1.9431

 ,

X2 =


0.4799 −0.3758 −0.0841 −0.1598 −0.1893
−0.3758 1.0490 0.1765 −0.0820 −0.0601
−0.0841 0.1765 0.6484 0.1128 −0.4855
−0.1598 −0.0820 0.1128 0.8709 0.1149
−0.1893 −0.0601 −0.4855 0.1149 1.8655

 .

We conclude that the system is asymptotically stable.

Example 4.8. Let us now consider the general 2D discrete-time Lyapunov

system (3) with the given system matrices: E=

(
1 0
0 1

)
, A0=

(
0.2 0
0.1 0.1

)
,

A1=

(
0.4 0
0.5 0.3

)
. Applying Theorem 3.7, we find that the LMIs are feasible,
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and the considered system is asymptotically stable. A solution for the LMIs
is as follows:

X0 =


0.0204 0.0031 0.0705 0.0581
0.0031 0.0267 −0.0124 0.0538
0.0705 −0.0124 0.3117 0.2386
0.0581 0.0538 0.2386 0.4059

 ,

X1 =


0.0000 0.0000 −0.0000 −0.0000
0.0000 0.0000 0.0000 −0.0000
−0.0000 0.0000 1.3276 −0.2345
−0.0000 −0.0000 −0.2345 1.7255

 ,

X2 =


0.7807 −0.0917 0.0361 0.0158
−0.0917 0.9111 0.0076 0.0258
0.0361 0.0076 2.0335 −0.3107
0.0158 0.0258 −0.3107 2.3021

 .

Example 4.9. In the following we consider the general 2D discrete-time
Lyapunov system (3) with the system matrices given by:

E =

(
1 0
0 0

)
, A0 =

(
0.4719 0.1250
0.1250 0.4719

)
, A1 =

(
0.4743 −0.0076
−0.0076 0.4743

)
.

In this case, and by the use of our method we find that the LMIs in Theorem
3.7 are feasible and a feasible solution can be found as follows:

X0 =


0.0140 0.0001 0.1062 0.0002
0.0001 0.0140 0.0002 0.1062
0.1062 0.0002 0.8038 −0.0051
0.0002 0.1062 −0.0051 0.8038

 ,

X1 =


0.0000 −0.0000 0.0000 −0.0000
−0.0000 0.0000 −0.0000 0.0000
0.0000 −0.0000 1.0459 0.0075
−0.0000 0.0000 0.0075 1.0459

 ,

X2 =


0.5961 0.0043 −0.0660 −0.0014
0.0043 0.5960 −0.0014 −0.0660
−0.0660 −0.0014 1.6508 0.0138
−0.0014 −0.0660 0.0138 1.6508

 ,

which yields that the system is asymptotically stable.

5. CONCLUDING REMARKS

In this paper, sufficient conditions for 2D general Lyapunov, Roesser sys-
tems are derived to guarantee asymptotic stability. We have developed new
tests of stability for 2D discrete and continuous-discrete systems. An LMI
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approach is then described. In this case, all obtained LMIs have at most the
dimension 2n2 × 2n2.
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