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AN IMPROVED LOCAL CONVERGENCE ANALYSIS FOR
SECANT–LIKE METHOD

IOANNIS K. ARGYROS and SAÏD HILOUT

Abstract. We provide a local convergence analysis for Secant–like algorithm
for solving nonsmooth variational inclusions in Banach spaces. An existence–
convergence theorem and an improvement of the ratio of convergence of this
algorithm are given under center–conditioned divided difference and Aubin’s
continuity concept. Our result compare favorably with related obtained in [18].
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1. INTRODUCTION

This paper considers the problem of approximating a locally unique solution
of nondifferentiable generalized equations using an uniparametric secant–type
algorithm. Let X, Y be two Banach spaces, F is a continuous function from
X into Y and G is a set–valued map from X to the subsets of Y with closed
graph. We consider a generalized equation in the form

(1) 0 ∈ F (x) +G(x).

Generalized equations (1) was introduced by Robinson [21], [22]. (1) is an
abstract model including mathematical programming problems, variational
inequalities, optimal control, complementarity problems and other fields [10].

For approximating locally the unique solution x∗ of (1), we consider the
sequence [11], [18], [12]:

(2)

 x0 and x1 are given starting points
yk = β xk + (1− β)xk−1; β is fixed in [0, 1[
0 ∈ F (xk) + [yk, xk;F ] (xk+1 − xk) +G(xk+1),

where [x, y;F ] ∈ L(X,Y ) the space of bounded linear operators from X to Y
is called a divided difference of F of order one at the points x and y, satisfying

(3) [x, y;F ] (y − x) = F (y)− F (x), for all x, y in X with x 6= y.

Note that if F is Fréchet–differentiable, then [x, x;F ] = ∇F (x) (see [5], [9]).
For G = {0} in (1), (1) becomes a nonlinear equation in the form

(4) F (x) = 0.

To solve (4), a Secant method is considered in [1] assuming only that the
nonlinear operator F has a Hölder continuous Fréchet derivative at the unique
solution of (4). In [2] a Lipschitz–type condition on the first order divided
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difference is used for approximating the soltion of (4). A semilocal convergence
of the Secant method under relaxed conditions is investigated in [6]. Using
center–Lipschitz–type conditions, an existence–convergence results are given
in [7]. A flexible and precise point–based approximation is provided in [8] for
Secant–type iterative procedures for solving (4). Hernández and Rubio [15]
consider a similar iterative method like (2) with β = 0 and G = {0}. In
[16], [17] the authors studied the semilocal convergence for nondifferentiable
equations using ω–conditioned divided difference for β fixed in (0, 1). For
G 6= {0}, some semilocal convergence results of Newton’s method for solving
(1) are developed in [3], [4] using certain assumptions on the first Fréchet
derivative of F . In [12] a study of the existence and the convergence of the
algorithm (2) is presented using a (ν, p)–Hölder continuous divided difference
condition. In [18] we show the existence and the q–linear convergence of the
sequence defined by (2) using ω–conditioned divided difference.

The purpose of this paper is to refine the convergence analysis of method (2)
under weaker hypothesis and less computational cost than [18]. Using some
ideas given in [5], [9] for nonlinear equations, we provide a local convergence
with the following advantages over related in [18]: finer error bounds on the
distances involved, and a larger radius of convergence. This observation is
very important in computational mathematics [1]–[9].

The structure of this paper is the following. In section 2, we collect a number
of basic definitions and recall a fixed points theorem for set–valued maps. In
section 3, we show the existence and the q–linear convergence of the sequence
defined by (2). Finally, we give some remarks on our method.

2. PRELIMINARIES AND ASSUMPTIONS

In order to make the paper as self–contained as possible we reintroduce some
definitions and some results on fixed point theorem [7]–[14], [18]–[24]. We let
Z be a Banach space equiped with the norm ‖ · ‖. The distance from a point x
to a set A in Z is defined by dist (x,A) = inf

y∈A
‖ x− y ‖ and the excess e from

the set A to the set C ⊂ Z is given by e(C,A) = sup
x∈C

dist (x,A). For a set–

mapping Λ : X ⇒ Y , we denote by gph Λ the set {(x, y) ∈ X × Y, y ∈ Λ(x)}
and Λ−1(y) the set {x ∈ X, y ∈ Λ(x)}. The norms in the Banach spaces X
and Y will both be denoted by ‖ · ‖ and the closed ball centered at x with
radius r by Br(x).

Definition 1. A set–valued Λ is pseudo–Lipschitz around (x0, y0) ∈ gph Λ
with modulus M if there exist constants a and b such that

(5) sup
z∈Λ(y′)∩Ba(y0)

dist (z,Λ(y′′)) ≤M ‖ y′ − y′′ ‖,

for all y′ and y′′ in Bb(x0).
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In the term of excess, we have an equivalent definition of pseudo–
Lipschitzness replacing the inequality (5) by

(6) e(Λ(y′) ∩Ba(y0),Λ(y′′)) ≤M ‖ y′ − y′′ ‖, for all y′ and y′′ in Bb(x0).

The pseudo–Lipschitzness concept has been introduced by Aubin [13]. Let us
note that the pseudo–Lipschitzness of Λ is equivalent to the metric regularity
of Λ−1 which is a basic well–posedness property in optimization problems. For
some characterizations and applications of this concept we refer the reader to
[13], [14], [20], [23], [24] and the references given there.

Definition 2. A sequence (xn) in X is said to be q–linearly convergent to
x∗ with parameter σ ∈]0, 1[ if we have the following inequality

‖ xn+1 − x∗ ‖ ≤ σ ‖ xn − x∗ ‖ .

We need the following fixed point theorem [19], [14].

Lemma 1. Let φ be a set–valued map from X into the closed subsets of X.
We suppose that for η0 ∈ X, r ≥ 0 and 0 ≤ λ < 1 the following properties
hold

(a) dist(η0, φ(η0)) ≤ r(1− λ).
(b) e(φ(y) ∩Br(η0), φ(z)) ≤ λ ‖ y − z ‖, ∀y, z ∈ Br(η0).

Then φ has a fixed point in Br(η0). That is, there exists x ∈ Br(η0) such that
x ∈ φ(x). If φ is single–valued, then x is the unique fixed point of φ in Br(η0).

We suppose that for every distinct points x and y in a convex neighborhood
V of x∗, there exists a first order divided difference of f at these points. We
will make the following assumptions on V :
(H1) For x, u and v in V , ‖ [x, x∗;F ] − [u, v;F ] ‖≤ ω(‖ x − u ‖, ‖ x∗ − v ‖),
where ω : R+ × R+ −→ R+ is a continuous nondecreasing function in both
arguments.
(H2) The set–valued map (F + G)−1 is pseudo–Lipschitz with constants M ,
a and b around (0, x∗) (this constants are given by Definition 1).
(H3) For all x, y ∈ V , we have ‖ [x, x∗;F ] ‖≤ d0, ‖ [x, y;F ] ‖≤ d, M d < 1
and M [d0 + ω(2 a (1 − β), a)] < 1. Before proving the main result of this
study, we need to introduce some notations [12]. First, define the set–valued
maps Q : X ⇒ Y and ψk : X ⇒ X by (k ∈ N∗)
(7) Q(x) = F (x∗) +G(x); ψk(x) = Q−1(Zk(x)),

where Zk is a mapping from X to Y defined by

(8) Zk(x) = F (x∗)− F (xk)− [yk, xk;F ](x− xk).

3. CONVERGENCE STUDY

In this section we will be concerned with the existence and the convergence
of the sequence defined by (2) to the solution x∗ of (1) under the previous
assumptions. The main result of this study is as follows.
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Theorem 1. We suppose that assumptions (H1)–(H3) are satisfied. For

every constant c such that c0 =
M ω(2 a (1− β), a)

1−M d0
< c < 1, there exist

δ > 0 such that for every distinct starting points x0 and x1 in Bδ(x
∗) (with

x0 6= x∗ and x1 6= x∗), and a sequence (xk) defined by (2) which is q–linearly
convergent to x∗, i.e.;

(9) ‖ xk+1 − x∗ ‖≤ c ‖ xk − x∗ ‖ .

The prove of theorem 1 in by induction on k. we first state a result which
the starting points (x0, x1). Let us note that the point x2 is a fixed point of
ψ1 if and only if 0 ∈ F (x1) + [y1, x1;F ](x2 − x1) +G(x2).

Proposition 1. Under the assumptions of Theorem 1, there exist δ > 0
such that for every distinct starting points x0 and x1 in Bδ(x

∗) (with x0 6= x∗

and x1 6= x∗), the set–valued map ψ1 has a fixed point x2 in Bδ(x
∗) satisfying

(10) ‖ x2 − x∗ ‖≤ c ‖ x1 − x∗ ‖,
where c is given by Theorem 1.

Proof. By hypothesis (H2) we have

(11) e(Q−1(y′) ∩Ba(x∗), Q−1(y′′)) ≤M ‖ y′ − y′′ ‖, ∀y′, y′′ ∈ Bb(0).

Fix δ > 0 such that

(12) δ < δ0 = min

{
a ;

b

d0 + 2ω(2 a (1− β), a)

}
.

According to the definition of excess e, we have

(13) dist (x∗, ψ1(x∗)) ≤ e
(
Q−1(0) ∩Bδ(x∗), ψ1(x∗)

)
.

Moreover, by assumption (H1) we have the following

(14)

‖ Z1(x∗) ‖ = ‖
(

[x1, x
∗;F ]− [y1, x1;F ]

)
(x∗ − x1) ‖

≤ ‖ [x1, x
∗;F ]− [y1, x1;F ] ‖‖ x∗ − x1 ‖

≤ ω((1− β) ‖ x1 − x0 ‖, ‖ x1 − x∗ ‖) ‖ x1 − x∗ ‖
≤ ω(2 a (1− β), a) ‖ x1 − x∗ ‖ .

By (12) we have Z1(x∗) ∈ Bb(0). Hence from (11) one has

(15)
e

(
Q−1(0) ∩Bδ(x∗), ψ1(x∗)

)
= e

(
Q−1(0) ∩Bδ(x∗), Q−1[Z1(x∗)]

)
≤ M ω(2 a (1− β), a) ‖ x1 − x∗ ‖ .

Using (13) the following inequality hold

(16) dist (x∗, ψ1(x∗)) ≤ M ω(2 a (1− β), a) ‖ x1 − x∗ ‖ .
Since c (1 −M d0) > M ω(2 a (1 − β), a) there exists λ ∈ [M d, 1[ such that
c (1− λ) ≥M ω(2 a (1− β), a) and

(17) dist (x∗, ψ1(x∗)) ≤ c (1− λ) ‖ x1 − x∗ ‖ .
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Identifying η0, φ and r in Lemma 1 by x∗, ψ1 and r1 = c ‖ x1 − x∗ ‖
respectively, we can deduce from the inequality (17) that the assertion (a) in
Lemma 1 is satisfied. By (12) we have r1 ≤ δ ≤ a and moreover for x ∈ Bδ(x∗)
we get in turn that

(18)

‖ Z1(x) ‖ = ‖ F (x∗)− F (x1)− [y1, x1;F ] (x− x1) ‖
= ‖ [x1, x

∗;F ] (x∗ − x+ x− x1)− [y1, x1;F ] (x− x1) ‖
≤ ‖ [x1, x

∗;F ] ‖ ‖ x∗ − x ‖
+ ‖ [x1, x

∗;F ]− [y1, x1;F ] ‖ ‖ x− x1 ‖ .
Using the assumptions (H1) and (H3) we obtain
(19)
‖ Z1(x) ‖ ≤ d0 ‖ x∗ − x ‖ +ω(‖ x1 − y1 ‖, ‖ x∗ − x1 ‖) ‖ x− x1 ‖

≤ d0 ‖ x∗ − x ‖ +ω((1− β) ‖ x1 − x0 ‖, ‖ x1 − x∗ ‖) ‖ x− x1 ‖
≤ d0 δ + 2 δ ω(2 a (1− β), a).

Then by (12) we deduce that for all x ∈ Bδ(x∗) we have Z1(x) ∈ Bb(0). Then
it follows that for all x′, x′′ ∈ Br0(x∗) we have

e(ψ1(x′) ∩Br1(x∗), ψ1(x′′)) ≤ e(ψ1(x′) ∩Bδ(x∗), ψ1(x′′)),

which yields by (11)

(20)
e(ψ1(x′) ∩Br1(x∗), ψ1(x′′)) ≤ M ‖ Z1(x′)− Z1(x′′) ‖

= M ‖ [y1, x1;F ](x′′ − x′) ‖
≤ M d ‖ x′′ − x′ ‖ .

Using (H3) and the fact that λ ≥M d, we obtain

(21) e(φ0(x′) ∩Br1(x∗), ψ1(x′′)) ≤M d ‖ x′′ − x′ ‖≤ λ ‖ x′′ − x′ ‖ .
The condition (b) of Lemma 1 is satisfied. By Lemma 1 we can deduce the
existence of a fixed point x2 ∈ Br1(x∗) for the map ψ1. Then the proof of
Proposition 1 is complete. �

Proof. (Proof of Theorem 1) Keeping η0 = x∗ and setting

r := rk = c ‖ x∗ − xk ‖,
the application of Proposition 1 to the map ψk gives the desired result. �

Application 1. A simple example for generalized equations, we suppose
that X is a Hilbert space with inner product (·; ·), C is a convex subset of X
and f is a map from X to X. The variational inequality problem consists to

(22) find x∗ in C such that (f(x∗);x− x∗) ≥ 0, for all x ∈ X
By Robinson [21], the problem (22) is equivalent to generalized equation

find x∗ in C such that 0 ∈ f(x∗) +G(x∗),

where G : X ⇒ X is a set–valued mapping defined by

(23) G(x) =

{
{z/ (z; y − x) ≤ 0 for all y ∈ X}, if x ∈ C
∅, otherwise.
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We can then approximate the solution x∗ of problem (22) using our method
(2).

Remark 1. In order for us to compare our results with corresponding ones
in [18], let us introduce assumptions:

(H1)? ‖ [x, y; f ]− [u, v; f ] ‖≤ ω(‖ x− u ‖, ‖ y − v ‖) for x, y, u and v in V,
where ω is as function ω defined in (H1).

(H3)? For all x, y ∈ V , we have ‖ [x, y; f ] ‖≤ d and M [d + ω(2 a (1 −
β), 2 a)] < 1.

Assumption (H1) is weaker than (H1)?. Using (H1)?, (H2) and (H3)?,
similar result was shown in [18]. Let us define

(24) c0 =
M ω(2 a (1− β), a)

1−M d

and

(25) δ0 = min

{
a ;

b

d+ 2ω(2 a (1− β), a)

}
.

We clearly have that

(26) ω ≤ ω,

(27) d0 ≤ d,

(28) c0 ≤ c0,

(29) δ0 ≤ δ0

and
ω

ω
,
d

d0
,
c0

c0
can be arbitrarily large [5]–[9]. It then follows that our radius of

convergence is larger than the corresponding in [18]. Hence, the claims made
in the introduction have been justified.
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ferential operators, Comm. Appl. Nonlinear Anal., 09 (2002), 85–89.

[4] Argyros, I.K., Results on the solution of generalized equations, Comm. Appl. Nonlinear
Anal., 09 (2002), 103–107.

[5] Argyros, I.K., Approximate solution of operator equations with applications, World
Scientific Publ. Comp., New Jersey, USA, 2005.

[6] Argyros, I.K., On the semilocal convergence of the Secant method under relaxed condi-
tions, Adv. Nonlinear Var. Ineq., 08 (2005), 119–131.

[7] Argyros, I.K., New sufficient convergence conditions for the secant method, Czechoslo-
vak Math. J., 55 (2005), 175–187.



7 An improved local convergence analysis for Secant–like method 21

[8] Argyros, I.K., On the Secant method for solving nonsmooth equations, J. Math. Anal.
Appl., 322 (2006), 146–157.

[9] Argyros, I.K., Computational theory of iterative methods, Studies in Computational
Mathematics, 15, Elsevier, 2007, New York, U.S.A.

[10] Argyros, I.K., Cho, Y.J. and Hilout, S., Numerical methods for equations and its
Applications, CRC Press/Taylor and Francis Group, New-York, 2012.

[11] Argyros, I.K. and Hilout, S., On a Secant–like method for solving generalized equa-
tions, Mathematica Bohemica, 133 (2008), 313–320.

[12] Argyros, I.K. and Hilout, S., Efficient methods for solving equations and variational
inequalities, Polimetrica Publisher, 2009.

[13] Aubin, H. and Frankowska, H., Set-valued analysis, Birkhäuser, Boston, 1990.
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86962 Futuroscope Chasseneuil Cedex, France

E-mail: said.hilout@math.univ-poitiers.fr


