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Abstract. The object of the present paper is to derive various properties and
characteristics of certain subclasses of p-valently analytic functions of order o in
the open unit disc by using the techniques involving the Briot-Bouquet differen-
tial subordination.
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1. INTRODUCTION AND DEFINITIONS

Let A,(n) denote the class of functions of the following form:

(1.1) F5) =2+ P (e N={1,2,...}),

k=n
which are analytic and p-valent in the open unit disc U = {z : z € C and
|z| < 1}. We set A,(1) = Ay, (p € N). A function f(z) € Ap(n) is said to be in
the class Sp(n, a) of p-valently starlike functions of order « if it satisfies the
following inequality:

(1.2) Re{zj‘cf(ij)}>a 0<a<p;zel).

A function f(z) € Ap(n) is said to be in the class K, (n, «) of p-valently convex
functions of order « if it satisfies the following inequality:

(1.3) Re{l—i—zji/(li;)} >a (0<a<p;zel).
It follows from (1.2) and (1.3) that
f(2) € Kp(n,a) < zf;z) € S,(n,a).

The classes Sp(n, a) and Kp(n, a) were studied by Aouf et al. [1], see [9] as well
for more details. In particular, the class S,(1,a) = Sy(a) (0 < a <p;p € N)
was considered by Patil and Thakare [10]. We also set K,(1,a) = Kpy(a) (0 <
a<p;p€EeN).

We now introduce an interesting subclasses of A,(n) as follows:
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DEFINITION 1. A function f(z) from the class A,(n) is said to be in the
class R, j(n, A, B, a) if it satisfies the following subordination condition:
. —)!
(p— ) f9(2) . 1+[B+(A-B)(1—- =)t a)lz

1.4 : Z
(14) p! 2P~ 1+ Bz

|
<Z€U0<]<p,—1<B<A<10<Oé< P )
(p—J)!

We note that:
(i) Rp;(n, A, B,0) = R, j(n, A, B) (Srivastava et al. [12]);
(ii) Ry j(n, 17 1,a) = R, j(n, a) where R, j(n,a) denotes the class of func-
tions f(z) € Ap(n) satlsfylng the following inequality:

() !
Re f_(z) >« 0§o¢<L,;z€U;0§j§p.
P (p—J)!

DEFINITION 2. A function f(z) € A, is said to be in the class H;j (A, B, «)
if it satisfies the following subordination condition:

(1022 <1+Zf(j.+1)(z)>

w5 70D (z) ) o))
e 51(1W)]z

for some real number A\, z € U; 1 < j<p;—1<B<A<1,0<a<p—j+1).
We note that:

(1) Hﬁj(A,B,O) = H;‘,j(A, B) (Srivastava et al. [12]);

(ii) H};\,j(L —1l,a) = HI/’\J (o), where H;"j (o) is the class of functions f(z) € A,

satisfying the following inequality:

2 @) (2 L £,
(1.6) Re{(1—A)M+A<1+W>}>a(zeU)

for some real number \, 1 <j<p;0<a<p—j+1.

We also note that:

(1) H[’)\,p(a) = Hp(\, o), where Hp(\, ) is the class of functions f(z) € A4,
satisfying the following inequality:

2 fP)(z z fPt (4
Re{(1—A)M+A<1+W>}>a(zeU)

for some real number A (A > 0),0 < o < 1.
(2) Hpy(a) = My(X, ), where My(X, ) is the class of functions f(z) € A,
satisfying the following inequality:
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Re{(l—)\) UG ZJ;’C(S))} > a

for some real number A (A > 0),0 < a < p. The class My(\, ) of p-valently
A-convex of order o was studied by Owa [9].

;N'e fu}\rther set: Hg’j(A, B, az\: H,;(A, B, ), ng(a) = H, j(a), ngj(()) =
HY . H)((0) = My(A) and H),(0) = Hy().

The class Hp(\) of p-valently A-convex functions was introduced by Nunokawa
[5] and was studied subsequently by Saitoh et al. [11] and Owa [9]. The class
M, () of p-valently Mocanu functions was investigated recently by Dziok and
Stankiewicz [2] and Owa [8].

In the present paper, we derive various properties and characteristics of
functions belonging to the classes R, j(n, A, B, ) and Hg"j(A, B, a) by using
the techniques involving the Briot—Bouquet differential subordinations.

2. PRELIMINARIES

In our present investigation of the classes R, j(n, A, B, «) and H) ;(A, B, a),
we require each of the following lemmas.

LEMMA 1. ([3]) Let h(z) be a convex (univalent) function in U such that
h(0) = 1. Also let

(2.1) oz)=1+c 2"+ co 2" ...

be analytic in U. If

<h(z) (z€U)

for some complex number v # 0 with Re(y) > 0, then

z

o(z) < U(z) = % 2 /tllh(t)dt < h(z) (z€U)
0

and V(z) is the best dominant.

LEMMA 2. ([4]) If -1 < B < A<1,8>0, and Re(y) > —5(11:BA), then the
following differential equation

n 2q (2) 1+ Az
Bq(z)+y 1+ Bz

q(z)
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has a univalent solution in U given by

( ﬁ+'y(1 B )ﬁ(A_B)
+ B
zz . B(A-B) - % (B 7é 0)7
B [ tP+7=1(14Bt)
0

(2.2) q(z) =

2B+Y gBAz

ﬁfztﬁﬂfl exp (BAt)dt
0

J
B

Furthermore, if ¢ is analytic in U and satisfies the following subordination
condition:

z2¢ (2) 1+Az

@(Z)+ﬂg0(z)+7 <1—|—Bz (z€U),
then
A
o2 <4l < g (2€D)

and q(z) 1is the best dominant.

LEMMA 3. ([14]) Let u be a positive measure on the unit interval I = [0,1].
Let g(t, z) be a function analytic in U, for each t € I, and integrable in t, for
each z € U and for almost all t € I. Suppose also that

Re{g(t,2)} >0 (z €U ; tel),

g(t, —r) is real for real r, and

1 1
Re <g(t,z)> > ot =) (lz2| <r<1;tel).

I
4(z) = /, o(t, =) du(t),

then

Re(577) 2 gy (4 <7 <)

For real or complex numbers a,b, and ¢ (¢ # 0,—1,—2,...), the hypergeometric
function is defined by
bz ala+1)b(b+ 1)272

a
2.3 F b:ic;z) =1 —
(2.3) 2Fi(a, b ¢ 2) + c 1! + clc+1) 21

We note that the series in (2.3) converges absolutely for z € U and hence
represents an analytic function in U.

Each of the identities (asserted by Lemma 4 below) is well known (cf. e.g.,
[13, Ch. 14)).
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LEMMA 4. For real or complex numbers a,b and ¢ (¢ #0,—1,—-2,...),

1
b _ LO)IC(c—0)
br1 _ p\e—b—=1/1 aqs — .
/t (1—1) (1 —tz)"dt (o) oF1(a,b;c; 2)
0
(2.4) (Re(c) > Re(b) > 0);
(2.5) zFﬂmhcw)—(l—Z)“2P3<mc—bu:Zl>;
5
(2.6) oF1(a,b;¢;2) =2 Fi(b,a;c; 2);
(2.7) (b+1)2F1(L,b;0+1;2) = (b+ 1)+ bz o F1(1,0+ 15042 ; 2)
and
a+b4+1 1. /rT(ebH)
) T ey

2
LEMMA 5. ([7]) Let ¢(z) be analytic in U with ¢(0) =1 and ¢(z) #0 (0 <
|z| < 1). Also let
v(A — B)
B

—4<1@1<B<A<1;B¢&ue€\mb

or

v(A — B)
B

If o(2) satisfies the following subordination condition

+1|<1(-1<B<A<1; B#0; veC\{0}).

z2¢ (2) 1+ Az
v o(z) 1+Bz

v(A—B)

o(z) <VY(2)=(1+Bz) B (2€U)

and ¥(z) is the best dominant.

(2.9) 1+ (z€U),

3. MAIN RESULTS

THEOREM 1. Let -1 < B< A<1,0<j<p, and0 < a < Gg%ﬁ..y
f(2) € Ry ;(n, A, B, a), then
= Bt D [ i e _
AR [ e <(e)
(3.1) 0
14+ [B+(A-B)(1 -2 )]z

p!
U: 0
< B2 (zeU; 0< pu+p),
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where q(z), given by

B+(A-B)(1-=1! B—A) (1—&=D! 4
[B+( )(B il G )(Bp, )(1—|—Bz)_1

(3.2)  (z) = (LG ER 1 525) (B#0),

(14p)[B+(A-B)(1- =D )]z
ptp+n

1+

is the best dominant of (3.1).

Furthermore,
(3.3)

Re /:thl)) /t“+j—1f(j)(t)dt > (pf‘j)' p(n,p,u, A, B,a) (z € U),

0
where
[B+<A—B)<;—% ) <B—A>(1g%a>
p(n,p,p, A, B, o) = C(1=-B) LR (LB L 1B (B#£0),
|1 (Mp)[m(ﬁ?fiﬁ%ﬂ )] (B = 0)

The result is the best possible.
Proof. By setting

z

(34) QD(Z) _ (p ;'.7)' /:Tt_f /tu-f-j—lf(j)(t)dt (Z c U)7

0

we note that ¢(z) is of the form (2.1) and analytic in U. On differentiating
(3.4) with respect to z and simplifying, we get

ut+p p! 2P—J

B+(A-B)(1- 2= o)) 2
< e 1i%z i e,

o(2) + 2£E) = ol 1O)
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Thus, by using Lemma 1 for v = u + p, we have

R _
(p p!]) *wa / =1 G (Hdt < §(z)
0

dt

i) /t 1+[B+(A-B)(1— 22 o)t
1+ Bt

[B+(A—B)(1—% )] N (B—A)(l_@;!j)! o)

5 5 (1+B z)_l

- oR(LLER 1 2 (B#£0),

(u+p)[B+(A-B)(1— 2L o))z
1+ ptp+n .

(B = O)’

by changing of variables followed by the use of the identities (2.4), (2.5), (2.6)
and (2.7), successively. This proves assertion (3.1) of Theorem 1. Next, we
show that

(3.5) infj; <1 {Re(q(2))} = ¢(=1).
Indeed, for |z| < r < 1, we have

1+ [B+(A-B)1 -2 )2

p!
Re 1+B=z
p—4)t 1+Az (p—J)!
e{( o YT e @
(p—g)t 1=-Ar  (p—J)
> —
> (1 ol a)l—Br+ P a
1-[B+(A-B)1 -2 )r
= T B P (|z2| <r<1).
Putting
G(SZ)_l—i—[B—l—(A—B)(l—(pp!j)!a)]sz
T 1+Bsz
—_ )
(0<8<1,0<a<(pp']) ; zeU)
and letting
r
du(S) _ (C) Sa_l(l S)C_a_lds ’
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which is a positive measure on the closed interval [0, 1], ¢(z) can be rewritten

as follows: ,
/G s, z)du(s
0
so that
1 — i)
N 1—[B+(A-B)(1 -2 o)sr
Re(g:)} = [ % an(s)
0

= G-r)(Jzl <7 <),

which, on letting » — 17, yields (3.5). This proves (3.3). The estimate in (3.3)
is the best possible as the function g(z) is the best dominant of (3.1). O

Putting A = 1 and B = —1 in Theorem 1, we obtain the following corollary:

COROLLARY 1. Let 0 < j <pand 0 < a < p ]) . If f(2) € Ry j(n, ),
then

!
frp pti—1 £(j)
Re 102 [ama tf0 0t b > enposa) (= € V),
0

where
— ) — i) 1
g(n7p7/$aa):w+ 1—MO¢ oF | 1,1; 1_'_#7"‘]37 —11.
p! p! n 2
The result is the best possible.

REMARK 1. (i) Corollary 1 improves the corresponding results of Aouf et
al. [1], for j = 0 and j = 1, respectively.

(ii) Corollary 1 improves the corresponding result of Srivastava et al. [12].

(iii) For A=1,B=—1,n=p =1 and j = 0, Corollary 1 improves a result
due to Obradovic [6].

THEOREM 2. Let -1 < B<A<1,1<j<p,0<a<p—j+1,and A > 0.
If f(z )EH/\ (A, B,«a), then

2 fU(2) _ B A
1000 <& = nem T

1+ [B+(A-B)(1— 27 )2

(3.6) 1B (z € U),
where
Z  (pmi=A+D) (P—j+D)(A=B)(1- =)
s
3 7 Q zZ) = > ) ‘ .
ft<p—J;A+1) exp ((p*j+1)(t71):1(17m) Z)dt (B=0)
0
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and q1(z) 1is the best dominant of (3.6). Furthermore, if —1 < B < 0 and

—-\B
A< - . then f(z) € Hp ;j(S(p,J, A, B, \, ), where
(p_]+1)(1_p,j+1) ( ) p]( ( ))

%(pvijaBu>Ha) =

2F1(1’(p_j+1)(B_A)(1_p_?_|.1);pj+1 B )

(p—j+1) B 5

The result is the best possible.
Proof. Defining the function ¢(z) by
2 fU)(z)

(3.8) P(z) = (p—3+ 1)f(j—1)(z) (1<j<p; z€l).
We note that
(3.9) 0(2) =1+ wyz +wez? + ...

is analytic in U. Making use of the logarithmic differentiation in (3.8) and
using (1.5), we find that

Az (2)
(p—J+1p(z)

1+[B+(A-B)(1- —27)] 2
B 2 (zeU).

_ p—j+1
-

p(z) +

(3.10)

Now, by using Lemma 2 for 3 and v = 0, we obtain

Zf(j)(z) _ B A
=i+ D60 <D= 00
14 (B4 (A— B)(1 - 2] 2

1+ Bz = (z€),

where g1(z) is the best dominant of (3.10) and Q(z) is given by (3.7). Next,
we show that

=<

(3.11) infl. <1 {Re(@(2))} = a(-1).
If we set
=i DB-AC -5 -+ 1) _
a= B Pt , b= 3 ,and c=b+1,

so that ¢ > b > 0, then by using (2.4), (2.5), and (2.6), we find from (3.7) that

1
Qz) = (1+ Bz)a/sbl(l + Bsz) " ds
0
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I'(b) Bz
3.12 =—=9oFN(lac¢c——.
(3:12) I(c) 1(’a’c’1+Bz>
Since B < 0 and A < (p7j+1)7()1\§p7‘;+1) , together, imply that ¢ > a > 0, by

using (2.4), (3.12) yields

where

9(s,2) = Hl(:__BS)ZBz and du(s) = I(e)

is a positive measure on the closed interval [0, 1].
For —1 < B < 1, we note that Re{g(s,2)} > 0(z € U; s € [0,1]), g(s,—r)
is real, for 0 <r < 1 and s € [0, 1], and

1 1—(1—s)Br 1
R > =
6{9(872)} 1-Br g(S,—?")
(4 <7 <1 s € [0,1)).
Therefore, by using Lemma 3, we have
1 1
Re > zl <r<1),
\aw) 2 gy (<<

which, upon letting r — 17, yields

M{Q@}ZQén

Sa_1(1 _ S)c—a—lds

In the case A = — =i +1))(\{B— oy, We obtain the required result by letting
FErES]
A — (_(p—j+1)/(\1B—p_(;f+1))+ in qi(z) = @_T’\l)c?(z), where Q(z) is given as

above. The result is sharp because of the best dominant property of q(z). O

REMARK 2. Putting (i) a =0, (i) A=1and B = —1, (iii) A=1, B= —1
and o = 0, we obtain the results obtained by Srivastava et al. [12].
THEOREM 3. Let 1 <j<p,A>0,u+p—7+1>0,-1<B<ALI, and
0<a<p-—j+1, such that
1-B
B<A§1+ﬂ—fl.
p—Jj+1

(i) If f(2) € H;‘J(A,B,a), then
2 U1 (2) 1+ A%z

(3.13) z =<
(tp—j+1) fot oo P
0

(2 € U)7
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where
g i+ DA (B (A= B)1 — i)l + (1 - B)
ptp—j+1 '
Furthermore, if f(z) € Hp j(A, B, ), then
2 U1 (2) B 1
z < QZ(Z) = :
(M+p_j+1)fty—l f(j—l)(t>dt (n+p—37+1)Q(2)
0
14+ B+ (A— B)(1 - %))z
14 p—j+1
(3.14) < 752 (z € ),
where
1 ‘ (p—i+1)(A=B)(1— —%1)
gswp—g(%) R P (B #0),
Q(z) =

1
bfswpfj exp((p—j+ 1)(s = DA(L = ;=557)2)ds (B =0),

and q2(z) is the best dominant.
(i) If -1 < B <0, B < A< min(1,808 _U=08) gng f(z2) €
H, (A, B,«a), then

2 fU=D ()

Re | - > 0(p, j, 1, A, B,a) (2 €U),
[tn=1 fG=D(t)dt
0
where
O(p,j,u, A, B,a) = (p+p—3j+1)
-1

(p—j+1)(B-A)1 - =57) B
1 p=itl’ . — 2 :
21<, 5 N R ]

The result is the best possible.

Proof. By setting

(14) o) = # 100G) (zev),

(utp—3j+1) [tr=! fU-D()dt
0

we see that ¢(z) is of the form (3.9) and is analytic in U. On differentiating
both sides of (3.14) followed by some obvious simplifications, we get
2 f9(2) 2P'(z)
(p—J+1)f0"1(z) (p—J+1P(z)+n

=P(z)+ (z€U),
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where

(3.15) P(z) = i+l [(u+p—J+1)d(2) — pl.

By using Lemma 2, we get

14+ [B+ (A= B)(1 - %)z
1+Bz el S

where ¢(z) is given by (2.2) with # =p —j + 1 and v = p. Again, by using
(3.15) in (3.16), we get (3.13) and (3.14), respectively. The remaining part of
the proof of Theorem 3 is similar to that of Theorem 2, and so we omit the
details. O

REMARK 3. Putting (i) =0, (ii) A=1, B=—-1and j=1, (ili) A =1,
B =-1,j=1and u = 0, we obtain the results obtained by Srivastava et al.
[12].

(3.16) P(z) < q(z) <

Finally, we prove the following result:

THEOREM 4. Let 1 <j<p, —1<B<0,A>0, B<A<-———28
(p—i+1) (1= 5=577)
If f(2) € H;j(A,B,a), then, for z € U, we have
9 )\ p! Y —2wlp—j—S(p.j, A, BA

1 _ 1 — v J \Y(paja Dy 7a)+1]
o < ot ) =) U7
where v(p, j, A, B, A\, «) is defined as in Theorem 2 and v # 0 satisfies either

2v[(p—j+1) =S4 A4 BAa)] -1 <1

or
2v[p—J7+1)—S(pj, 4 BAa)+1<1.
The result is the best possible.

Proof. Considering the function ¢(z) given by

(318) o(2) = ((p—j—l—l)! | f(jl)(z)> eD)

p! ZP—i+l

and choosing the principle branch in (3.18), we note that ¢(z) is of the form
(3.9) and is analytic in U. On differentiating (3.18) logarithmically followed
by the use of Theorem 2 in the resulting equation, we get

(b =5+ 1) 7570() PEESE
141 — BesABAD,
< [ : _P;]—l—l ] (z c U)’

where S(p,j, A, B, \,a) is defined us in Theorem 2. Now, the assertion of
Theorem 4 follows by using Lemma 5. g
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Putting A = 1,B = —1 and j = 1 in Theorem 4, we have the following
corollary:

COROLLARY 2. If f(z) € M,(\, ), for A>p—a >0 and 0 < a < p, then

(319) <f£§)> = (1 - Z)*ZV[I)*(\\S(P,/\,&)} (Z c U)7
where -
e+l
S(p, A, @) = — (ALQ)
L3 F(pT +1)

and v # 0 satisfies either
2v[(p—S(p, A )] +1] <1

or
2v[(p— S\ a)] -1 <1
The result is the best possible.

Putting A = 1,B = —1, and j = p in Theorem 4 yields the following
corollary:
COROLLARY 3. If f(z) € Hy(\, ), A\ > 1 — a, then
(p—1) Y N
(3.20) <f,(z)> < (1 —2)" =G (e 1),
pl z
where

satisfies either

or
2v[(1 -3\, o)) -1/ <1.
The result is the best possible.

REFERENCES

[1] Aour, M.A., HossEN, H.M. and SRIvAasTAvA, H.M., Some families of multivalent
functions, Computers Math. Applic., 39 (2000), 39-48.

[2] DzioK, J. and STANKIEWICZ, J., The order of starlikeness of p-valent a-convex func-
tions, Zeszyty Nauk. Politech. Rzeszowskiej Mat., 19 (1996), 5-12.

[3] MILLER, S.S. and MocaNu, P.T., Differential subordination and univalent functions,
Michigan Math. J., 28 (1981), 157-171.

[4] MILLER, S.S. and MocaNu, P.T., Univalent solutions of Briot-Bouquet differential
subordinations, J. Differential Equation, 56 (1985), 297-309.

[5] NUNOKAWA, M., On the theory of multivalent functions, Tsukuba Math. J., 11 (1987),
273-286.

[6] OBRADOVIC, M., On certain inequalities of some reqular functions in |z| < 1, Internat.
J. Math. Math. Sci., 8 (1985), 277-281.



106

M.K. Aouf 14

[7]

[8]
[9]

[10]

[11]
[12]

[13]

[14]

OBRADOVIC, M. and OwA, S., On certain properties for some classes of starlike func-
tions, J. Math. Anal. Appl., 145 (1990), 357-364.

Owa, S., Notes on p-valently a-convez functions, Indian J. Math., 32 (1990), 235-240.
Owa, S., Some properties of certain multivalent functions, Appl. Math. Lett., 4 (5)
(1991), 79-83.

PaTiL, D.A. and THAKARE, N.K., On conver hulls and extreme points of p-valent
starlike and convex classes with applications, Bull. Math. Soc. Sci. Math. R. S. Roum.,
27 (75) (1983), 145-160.

SAITOH, H., NUNOKAWA, M., OwA, S., SEKINE, T. and Fukui, S., A remark on
multivalent functions, Bull. Soc. Roy. Sci. Liege, 56 (1987), 137-141.

SRIVASTAVA, H.M., PATEL, J. and MOHAPATRA, G.P., A certain class of p-valently
analytic functions, Math. Computer Modeling, 41 (2005), 321-334.

WHITTAKER, E.T. and WATSON, G.N.; A course of Modern Analysis: An Introduction
to the General Theory of Infinite Processes and of Analytic Functions; With an Account
of the Principle Transcendental Functions, Fourth Edition, Combridge Univ. Press,
Combridge, 1927.

WILKEN, D.R. and FENG, J., A remark on convex and starlike functions, J. London
Math. Soc. (Ser. 2), 21 (1980), 287-290.

Received November 25, 2005 Department of Mathematics

Faculty of Science
Mansoura University
Mansoura, Egypt
E-mail: mkaouf127@yahoo.com



