## Provided for non-commercial research and education use. Not for reproduction, distribution or commercial use.



This article appeared in a journal published by Elsevier. The attached copy is furnished to the author for internal non-commercial research and education use, including for instruction at the authors institution and sharing with colleagues.

Other uses, including reproduction and distribution, or selling or licensing copies, or posting to personal, institutional or third party websites are prohibited.

In most cases authors are permitted to post their version of the article (e.g. in Word or Tex form) to their personal website or institutional repository. Authors requiring further information regarding Elsevier's archiving and manuscript policies are encouraged to visit:
http://www.elsevier.com/copyright

# A second order analysis of the periodic solutions for nonlinear periodic differential systems with a small parameter 

Adriana Buică ${ }^{\text {a }}$, Jaume Giné ${ }^{\mathrm{b}, *}$, Jaume Llibre ${ }^{\mathrm{c}}$<br>${ }^{\text {a }}$ Department of Applied Mathematics, Babeș-Bolyai University, RO-400084 Cluj-Napoca, Romania<br>${ }^{\mathrm{b}}$ Departament de Matemàtica, Universitat de Lleida, Av. Jaume II, 69, 25001 Lleida, Catalonia, Spain<br>${ }^{\text {c }}$ Departament de Matemàtiques, Universitat Autònoma de Barcelona, 08193 Bellaterra, Barcelona, Catalonia, Spain

## A R T I C L E I N F O

## Article history:

Received 6 October 2011
Received in revised form
13 November 2011
Accepted 14 November 2011
Available online 1 December 2011
Communicated by K. Josic

## Keywords:

Periodic solution
Averaging method
Lyapunov-Schmidt reduction


#### Abstract

We deal with nonlinear $T$-periodic differential systems depending on a small parameter. The unperturbed system has an invariant manifold of periodic solutions. We provide the expressions of the bifurcation functions up to second order in the small parameter in order that their simple zeros are initial values of the periodic solutions that persist after the perturbation. In the end two applications are done. The key tool for proving the main result is the Lyapunov-Schmidt reduction method applied to the $T$-Poincaré-Andronov mapping.
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## 1. Introduction

We want to study the existence of $T$-periodic solutions of the differential systems of the form,
$x^{\prime}(t)=F_{0}(t, x)+\varepsilon F_{1}(t, x)+\varepsilon^{2} F_{2}(t, x)+\varepsilon^{3} R(t, x, \varepsilon)$,
where $\varepsilon$ is a small parameter, $F_{0}, F_{1}, F_{2}: \mathbb{R} \times \Omega \rightarrow \mathbb{R}^{n}$ and $R$ : $\mathbb{R} \times \Omega \times\left(-\varepsilon_{f}, \varepsilon_{f}\right) \rightarrow \mathbb{R}^{n}$ are $C^{2}$ functions, $T$-periodic in the first variable, and $\Omega$ is an open subset of $\mathbb{R}^{n}$. We work in the hypothesis that there exists a $k$-dimensional submanifold of $\Omega(k \leq n)$ whose points are initial values of $T$-periodic solutions of the unperturbed system
$x^{\prime}(t)=F_{0}(t, x)$.
Our objective is to study the periodic solutions of the unperturbed system (2) which can be continued to the perturbed system (1) for values of $\varepsilon$ sufficiently small.

For $z \in \Omega$ we denote by $x(\cdot, z, \varepsilon):\left[0, t_{(z, \varepsilon)}\right) \rightarrow \mathbb{R}^{n}$ the solution of (1) with $x(0, z, \varepsilon)=z$. From Theorem 8.3 of [1] we deduce that, whenever $t_{\left(z_{0}, 0\right)}>T$ for some $z_{0} \in \Omega$ there exists a neighborhood of $\left(z_{0}, 0\right)$ in $\Omega \times\left(-\varepsilon_{f}, \varepsilon_{f}\right)$ such that, for all $(z, \varepsilon)$ in this neighborhood, $t_{(z, \varepsilon)}>T$. Under this assumption there exists an open subset $D$ of $\Omega$ and a sufficiently small $\varepsilon_{0}>0$ such

[^0]that, for all $(z, \varepsilon) \in D \times\left(-\varepsilon_{0}, \varepsilon_{0}\right)$, the solution $x(\cdot, z, \varepsilon)$ is defined on the interval $[0, T]$. Hence, we can consider the function $f: D \times\left(-\varepsilon_{0}, \varepsilon_{0}\right) \rightarrow \mathbb{R}^{n}$, given by
$f(z, \varepsilon)=x(T, z, \varepsilon)-z$.
Then, every $\left(z_{\varepsilon}, \varepsilon\right)$ such that
$f\left(z_{\varepsilon}, \varepsilon\right)=0$
provides the periodic solution $x\left(\cdot, z_{\varepsilon}, \varepsilon\right)$ of (1).
The converse is also true, i.e. for every $T$-periodic solution of (1), if we denote by $z_{\varepsilon}$ its value at $t=0$ then (4) holds. Then, the problem of finding a $T$-periodic solution of (1), can be replaced by the problem of finding zeros of the finite-dimensional function $f(\cdot, \varepsilon)$ given by (3).

We denote the variational equation of (2) associated to one of its solutions $x(t, z, 0)$ with
$y^{\prime}=P(t, z) y$,
where

$$
\begin{equation*}
P(t, z)=D_{x} F_{0}(t, x(t, z, 0)), \tag{6}
\end{equation*}
$$

and with $Y(\cdot, z)$ some fundamental matrix solution of (5).
We denote the projection onto the first $k$ coordinates by $\pi$ : $\mathbb{R}^{k} \times \mathbb{R}^{n-k} \rightarrow \mathbb{R}^{k}$ and the one onto the last $(n-k)$ coordinates by $\pi^{\perp}: \mathbb{R}^{k} \times \mathbb{R}^{n-k} \rightarrow \mathbb{R}^{n-k}$. For the $n$-dimensional function $g$ of $n$ variables $z=(\alpha, \beta) \in \mathbb{R}^{k} \times \mathbb{R}^{n-k}$, we denote by $D_{\beta}(\pi g)$ the $k \times(n-k)$ matrix whose entries are the first order partial derivatives with respect to each component of $\beta \in \mathbb{R}^{n-k}$ of the first $k$ components of $g$.

The next theorem is our main result. In its proof we shall apply a version of the Lyapunov-Schmidt reduction method (provided in Theorem 4 of Section 2) to the function (3) after a suitable change of coordinates.

Theorem 1. Let $\beta=\left(\beta_{1}, \ldots, \beta_{n-k}\right): \bar{V} \rightarrow \mathbb{R}^{n-k}$ be a $C^{2}$ function, where $V \subset \mathbb{R}^{k}$ is open and bounded. We assume that
(i) $\mathbb{Z}=\left\{z_{\alpha}=(\alpha, \beta(\alpha)), \alpha \in \bar{V}\right\} \subset D$ and that for each $z_{\alpha} \in$ $Z$, the unique solution $x\left(t, z_{\alpha}, 0\right)$ of (2) with $x\left(0, z_{\alpha}, 0\right)=z_{\alpha}$ (denoted shortly $x_{\alpha}(t)$ ), is $T$-periodic; and
(ii) for each $z_{\alpha} \in \mathcal{Z}$, there exists a fundamental matrix solution $Y_{\alpha}(t)=Y\left(t, z_{\alpha}\right)$ of $(5)$ such that the matrix $Y_{\alpha}^{-1}(0)-Y_{\alpha}^{-1}(T)$ has in the right up corner the null $k \times(n-k)$ matrix, while in the right down corner has the $(n-k) \times(n-k)$ matrix $\Delta_{\alpha}$, with $\operatorname{det}\left(\Delta_{\alpha}\right) \neq 0$.
The corresponding bifurcation functions $f_{1}: \bar{V} \rightarrow \mathbb{R}^{k}$ of first order in $\varepsilon$ is
$f_{1}(\alpha)=\pi\left(\int_{0}^{T} Y^{-1}\left(t, z_{\alpha}\right) F_{1}\left(t, x\left(t, z_{\alpha}, 0\right)\right) d t\right)$,
and $f_{2}: \bar{V} \rightarrow \mathbb{R}^{k}$ of second order in $\varepsilon$ is

$$
\begin{align*}
f_{2}(\alpha)= & 2 \pi g_{2}(\alpha)+2\left(D_{\beta}\left(\pi g_{1}\right)\left(z_{\alpha}\right)\right) \gamma(\alpha) \\
& +\sum_{i=1}^{n-k} \frac{\partial \beta_{i}}{\partial \varepsilon}(\alpha, 0) \frac{\partial}{\partial \beta_{i}}\left(D_{\beta}\left(\pi g_{0}\right)\left(z_{\alpha}\right)\right) \gamma(\alpha) \tag{8}
\end{align*}
$$

where $\gamma: \bar{V} \rightarrow \mathbb{R}^{n-k}$ is defined by
$\gamma(\alpha)=-\Delta_{\alpha}^{-1}\left(\pi^{\perp} g_{1}\right)\left(z_{\alpha}\right)$,
and
$g_{0}(z)=Y^{-1}(T, z)(x(T, z, 0)-z)$,
$g_{1}(z)=\int_{0}^{T} Y^{-1}(t, z) F_{1}(t, x(t, z, 0)) d t$,
$g_{2}(z)=\frac{1}{2} \int_{0}^{T} Y^{-1}(t, z) F_{*}(t, x(t, z, 0)) d t$,
with
$F_{*}=2 F_{2}+2\left(D_{x} F_{1}\right) \frac{\partial x}{\partial \varepsilon}+\sum_{i=1}^{n} \frac{\partial x_{i}}{\partial \varepsilon} \frac{\partial}{\partial x_{i}}\left(D_{x} F_{0}\right) \frac{\partial x}{\partial \varepsilon}$,
$\frac{\partial x}{\partial \varepsilon}=Y(t, z) \int_{0}^{t} Y^{-1}(s, z) F_{1}(s, x(s, z, 0)) d s$.
If there exists a zero $a \in V$ of $f_{1}(\alpha)$ such that its Jacobian $\operatorname{det}\left(\left(D_{\alpha} f_{1}\right)\right.$
(a)) $\neq 0$, then there exists a $T$-periodic solution $\varphi(\cdot, \varepsilon)$ of system
(1) such that $\varphi(0, \varepsilon) \rightarrow z_{a}$ as $\varepsilon \rightarrow 0$.

If $f_{1}(\alpha) \equiv 0$ and there exists a zero $a \in V$ of $f_{2}(\alpha)$ such that its Jacobian $\operatorname{det}\left(\left(D_{\alpha} f_{2}\right)(a)\right) \neq 0$, then there exists a T-periodic solution $\varphi(\cdot, \varepsilon)$ of system (1) such that $\varphi(0, \varepsilon) \rightarrow z_{a}$ as $\varepsilon \rightarrow 0$.

We remark that in the expression of $F_{*}$, the notation $\frac{\partial}{\partial x_{i}}\left(D_{x} F_{0}\right)$ stands for the matrix-valued function whose entries are the first order partial derivatives with respect to $x_{i}$ of the entries of the matrix-valued function $D_{x} F_{0}$. Each term in the sum that appeared in the expression of $F_{*}$ is, then, a product between a scalar and an $n$-dimensional column vector obtained of applying an $n \times n$ matrix to an $n$-dimensional column vector. Similar notation for the $k$-dimensional column vector $f_{2}(\alpha)$.

Theorem 1 is proved in Section 3.
The first order bifurcation function $f_{1}(\alpha)$ was already obtained by Malkin [2] and Roseau [3], see also the book of Françoise [4]. For a shorter proof see [5]. What really is new in Theorem 1 is the expression of the bifurcation function $f_{2}(\alpha)$ corresponding to
second order analysis in $\varepsilon$ of the existence of $T$-periodic solutions of system (1). In the particular case that $k=n$ the expression of $f_{2}$ was found in [6], while when $F_{0}$ is identically zero (in particular this implies $k=n$ ), the expressions of the second order and third order bifurcation functions are known (see for instance [7] and the references therein). We remark that, in this particular case $F_{0} \equiv$ 0 , the construction of these bifurcation functions are part of the averaging theory (for general results on averaging theory see for instance the books of Sanders et al. [8], Verhulst [9]). Sometimes, also in the general case $F_{0} \not \equiv 0$ it is said that results like Theorem 1 describe the averaging method. Moreover, in the particular case $F_{0} \equiv 0$ and for scalar equations (1) (i.e. for $n=1$ ) the recursive expressions of the bifurcation functions up to any order are known, see $[6,10]$.

We do two applications of the new averaging theorem at second order in $\varepsilon$, i.e. of Theorem 1. In the first application we consider a differential equation of order four of the form
$\frac{d^{4} x}{d t^{4}}+\alpha x+\psi(x, t)=0$.
This class of equations have been studied in [11,12]. Here we will analyze the particular fourth order differential equation
$\frac{d^{4} x}{d t^{4}}-x-\varepsilon\left(a+b \cos ^{2} t\right)-\varepsilon^{2} \sin (x+t)=0$,
where $a, b \in \mathbb{R}$, or equivalently the first order differential system in $\mathbb{R}^{4}$
$\dot{x}=y$,
$\dot{y}=z$,
$\dot{z}=w$,
$\dot{w}=x+\varepsilon\left(a+b \cos ^{2} t\right)+\varepsilon^{2} \sin (x+t)$,
where the dot denotes the derivative with respect to the time variable $t$. Our result on the periodic solutions of the fourth order differential equation (9) is the following.

Proposition 2. For $|\varepsilon| \neq 0$ sufficiently small the differential system (10) has an arbitrary number of limit cycles bifurcating from the continuum of the periodic solutions of the 2-dimensional isochronous center that the system has for $\varepsilon=0$.

The proof of Proposition 2 is given in Section 4, and uses Theorem 1.

In the second application we deal with the homogeneous polynomial differential system
$\dot{x}=-y\left(3 x^{2}+y^{2}\right)$,
$\dot{y}=x\left(x^{2}-y^{2}\right)$,
of degree 3 that has the $C^{\infty}$ flat first integral
$H(x, y)=\left(x^{2}+y^{2}\right) \exp \left(-\frac{2 x^{2}}{x^{2}+y^{2}}\right)$.

Proposition 3. The homogeneous polynomial differential system (11) has a global center at the origin (i.e. all the solutions contained in $\mathbb{R}^{2} \backslash\{(0,0)\}$ are periodic $)$. Let $P_{i}(x, y)$ and $Q_{i}(x, y)$ for $i=1,2$ be polynomials of degree at most 3 . Then, for convenient polynomials $P_{i}$ and $Q_{i}$, the polynomial differential system
$\dot{x}=-y\left(3 x^{2}+y^{2}\right)+\varepsilon P_{1}(x, y)+\varepsilon^{2} P_{2}(x, y)$,
$\dot{y}=x\left(x^{2}-y^{2}\right)+\varepsilon Q_{1}(x, y)+\varepsilon^{2} Q_{2}(x, y)$,
has at first order averaging one limit cycle, and at second order averaging two limit cycles bifurcating from the periodic solutions of the global center (11).

As far as we know this is one of the first examples for which the limit cycles bifurcating from the periodic solutions of a 2 dimensional center of a polynomial differential system having a non-rational first integral have been studied. The other two examples that we know in this direction were given recently by Jiming Li [13] and Llibre et al. [14].

We remark that the result of Proposition 3 with the averaging method of first order is already contained in Theorem 2 of [14].

The proof of Proposition 3 is also given in Section 4. More precisely, we will apply Theorem 1, which gives a method to determine bifurcation of periodic solutions from a submanifold of isochronous periodic solutions. We note that the degenerate center of system (11) it is not isochronous because it cannot be linearized see [15] but, after a change of variables to polar coordinates $(r, \theta)$, it becomes isochronous with respect to the new time $\theta$ and Theorem 1 can be applied.

## 2. Lyapunov-Schmidt reduction for finite dimensional functions

The Lyapunov-Schmidt reduction method is the main tool that we shall use for proving our Theorem 1. Here we provide a version of it adapted to our necessities. For a general introduction to this reduction method see [16].

Theorem 4. Let $g: D \times\left(-\varepsilon_{0}, \varepsilon_{0}\right) \rightarrow \mathbb{R}^{n}$ and $\beta=\left(\beta_{1}, \ldots, \beta_{n-k}\right)$ : $\bar{V} \rightarrow \mathbb{R}^{n-k}$ be $C^{2}$ functions, where $D$ is an open subset of $\mathbb{R}^{n}$ and $V$ is an open and bounded subset of $\mathbb{R}^{k}$. We assume that
$g(z, \varepsilon)=g_{0}(z)+\varepsilon g_{1}(z)+\varepsilon^{2} g_{2}(z)+O\left(\varepsilon^{3}\right)$,
and that
(i) $Z=\left\{z_{\alpha}=(\alpha, \beta(\alpha)), \alpha \in \bar{V}\right\} \subset D$ and that for each $z_{\alpha} \in$ $Z, g_{0}\left(z_{\alpha}\right)=0$, and
(ii) the matrix $G_{\alpha}=D_{z} g_{0}\left(z_{\alpha}\right)$ has in the right up corner the null $k \times(n-k)$ matrix, while in the right down corner has the $(n-k) \times(n-k)$ matrix $\Delta_{\alpha}$, with $\operatorname{det}\left(\Delta_{\alpha}\right) \neq 0$.
We consider the function $f_{1}: \bar{V} \rightarrow \mathbb{R}^{k}$ defined by
$f_{1}(\alpha)=\pi g_{1}\left(z_{\alpha}\right)$.
If there exists $a \in V$ with $f_{1}(a)=0$ and such that the Jacobian $\operatorname{det}\left(\left(D_{\alpha} f_{1}\right)(a)\right) \neq 0$, then there exists $\alpha_{\varepsilon}$ such that $g\left(z_{\alpha_{\varepsilon}}, \varepsilon\right)=0$ and $z_{\alpha_{\varepsilon}} \rightarrow z_{a}$ as $\varepsilon \rightarrow 0$.

We consider the functions $\gamma: \bar{V} \rightarrow \mathbb{R}^{n-k}$ and $f_{2}: \bar{V} \rightarrow \mathbb{R}^{k}$ defined by

$$
\begin{align*}
\gamma(\alpha)= & -\Delta_{\alpha}^{-1}\left(\pi^{\perp} g_{1}\right)\left(z_{\alpha}\right) \\
f_{2}(\alpha)= & 2\left(\pi g_{2}\right)\left(z_{\alpha}\right)+2 D_{\beta}\left(\pi g_{1}\right)\left(z_{\alpha}\right) \gamma(\alpha) \\
& +\sum_{i=1}^{n-k} \frac{\partial \beta_{i}}{\partial \varepsilon}(\alpha, 0) \frac{\partial}{\partial \beta_{i}} D_{\beta}\left(\pi g_{0}\right)\left(z_{\alpha}\right) \gamma(\alpha) \tag{14}
\end{align*}
$$

If $f_{1}(\alpha) \equiv 0$ and there exists $a \in V$ with $f_{2}(a)=0$ such that the Jacobian $\operatorname{det}\left(\left(D_{\alpha} f_{2}\right)(a)\right) \neq 0$, then there exists $\alpha_{\varepsilon}$ such that $g\left(z_{\alpha_{\varepsilon}}, \varepsilon\right)=0$ and $z_{\alpha_{\varepsilon}} \rightarrow z_{a}$ as $\varepsilon \rightarrow 0$.
Proof. We consider the function
$\pi^{\perp} g: \mathbb{R}^{k} \times \mathbb{R}^{n-k} \times\left[-\varepsilon_{0}, \varepsilon_{0}\right] \rightarrow \mathbb{R}^{n-k}$,
$(\alpha, \beta, \varepsilon) \mapsto \pi^{\perp} g(\alpha, \beta, \varepsilon)$.
Then, we have $\pi^{\perp} g\left(z_{\alpha}, 0\right)=0$ and $D_{\beta}\left(\pi^{\perp} g\right)\left(z_{\alpha}, 0\right)=\Delta_{\alpha}$. Since $\operatorname{det}\left(\Delta_{\alpha}\right) \neq 0$, we apply the Implicit Function Theorem and deduce that, for $|\varepsilon|$ sufficiently small, there exists a function $\bar{\beta}$ with
$(\alpha, \varepsilon) \mapsto \bar{\beta}(\alpha, \varepsilon) \quad$ such that $\bar{\beta}(\alpha, 0)=\beta(\alpha)$ and $\pi^{\perp} g(\alpha, \bar{\beta}(\alpha, \varepsilon), \varepsilon)=0$.

Now we consider the function
$\delta: \mathbb{R}^{k} \times\left[-\varepsilon_{0}, \varepsilon_{0}\right] \rightarrow \mathbb{R}^{k}, \quad \delta(\alpha, \varepsilon)=\pi g(\alpha, \bar{\beta}(\alpha, \varepsilon), \varepsilon)$.

## We have

$\delta(\alpha, 0)=\pi g\left(z_{\alpha}, 0\right)=0$,
$\frac{\partial \delta}{\partial \varepsilon}(\alpha, \varepsilon)=D_{\beta}(\pi g)\left(z_{\alpha}\right) \frac{\partial \beta}{\partial \varepsilon}(\alpha)+\frac{\partial(\pi g)}{\partial \varepsilon}\left(z_{\alpha}\right)$.
Using (ii) we see that $D_{\beta}(\pi g)\left(z_{\alpha}, 0\right)=0_{k \times(n-k)}$, where $0_{k \times(n-k)}$ is the null $k \times(n-k)$ matrix. Hence $\partial \delta / \partial \varepsilon(\alpha, 0)=f_{1}(\alpha)$. We claim that $\partial^{2} \delta / \partial \varepsilon^{2}(\alpha, 0)=f_{2}(\alpha)$, such that we can write
$\delta(\alpha, \varepsilon)=\varepsilon f_{1}(\alpha)+\frac{\varepsilon^{2}}{2} f_{2}(\alpha)+O\left(\varepsilon^{3}\right)$.
Applying the Implicit Function Theorem to $\delta(\alpha, \varepsilon) / \varepsilon$ in the case that $f_{1}$ has a simple zero, respectively to $\delta(\alpha, \varepsilon) / \varepsilon^{2}$ in the case that $f_{1} \equiv 0$ and $f_{2}$ has a simple zero, we obtain for $|\varepsilon|$ sufficiently small, the existence of $\alpha(\varepsilon)$ such that $\alpha(0)=a$ and $\delta(\alpha(\varepsilon), \varepsilon)=0$. Moreover, denoting $z_{\alpha_{\varepsilon}}=(\alpha(\varepsilon), \bar{\beta}(\alpha(\varepsilon), \varepsilon))$ we have $g\left(z_{\alpha_{\varepsilon}}, \varepsilon\right)$ $=0$.

In order to justify the claim we write shortly the expressions

$$
\begin{aligned}
\frac{\partial \delta}{\partial \varepsilon}(\alpha, \varepsilon)= & D_{\beta}(\pi g) \frac{\partial \beta}{\partial \varepsilon}+\frac{\partial(\pi g)}{\partial \varepsilon} \\
\frac{\partial^{2} \delta}{\partial \varepsilon^{2}}(\alpha, \varepsilon)= & \sum_{i=1}^{n-k} \frac{\partial \beta_{i}}{\partial \varepsilon} \frac{\partial}{\partial \beta_{i}} D_{\beta}(\pi g) \frac{\partial \beta}{\partial \varepsilon}+\frac{\partial}{\partial \varepsilon} D_{\beta}(\pi g) \frac{\partial \beta}{\partial \varepsilon} \\
& +D_{\beta}(\pi g) \frac{\partial^{2} \beta}{\partial \varepsilon^{2}}+D_{\beta} \frac{\partial(\pi g)}{\partial \varepsilon} \frac{\partial \beta}{\partial \varepsilon}+\frac{\partial^{2}(\pi g)}{\partial \varepsilon^{2}}
\end{aligned}
$$

Corollary 5. Notice that the case $k=n$ is a trivial particular case of the above theorem. Indeed, when $k=n$, hypothesis (i) is satisfied if and only if $g_{0} \equiv 0$ and in this case hypothesis (ii) is automatically fulfilled. The bifurcations functions are $f_{1}(z)=g_{1}(z)$ and $f_{2}(z)=$ $2 g_{2}(z)$.

## 3. Proof of Theorem 1

We need to study the zeros of the function (3), or, equivalently, of

$$
g(z, \varepsilon)=Y^{-1}(T, z) f(z, \varepsilon)=Y^{-1}(T, z)(x(T, z, \varepsilon)-z)
$$

To this function we shall apply Theorem 4. It is sufficient if we identify the functions $g_{0}, g_{1}$ and $g_{2}$ and we prove that they satisfy the hypotheses of Theorem 4. Of course, $g_{0}(z)=g(z, 0)$ and we have that $g_{0}\left(z_{\alpha}\right)=0$, because $x\left(\cdot, z_{\alpha}, 0\right)$ is $T$-periodic. We shall prove that
$G_{\alpha}=D_{z} g_{0}\left(z_{\alpha}\right)=Y_{\alpha}^{-1}(0)-Y_{\alpha}^{-1}(T)$.
For this we need to know $\left(D_{z} x\right)(t, z, 0)$. Since it is the matrix solution of (5) with $\left(D_{z} x\right)(0, z, 0)=I_{n}$, we have that $\left(D_{z} x\right)$ $(t, z, 0)=Y(t, z) Y^{-1}(0, z)$. Moreover,
$D_{z} f(z, 0)=D_{z} x(T, z, 0)-I_{n}=Y(T, z) Y^{-1}(0, z)-I_{n}$
and

$$
\begin{aligned}
D_{z} g_{0}(z)= & Y^{-1}(0, z)-Y^{-1}(T, z) \\
& +\left(\frac{\partial Y^{-1}}{\partial z_{1}}(T, z) f(z, 0), \ldots, \frac{\partial Y^{-1}}{\partial z_{n}}(T, z) f(z, 0)\right)
\end{aligned}
$$

that, for $z_{\alpha} \in \mathcal{Z}$ reduces to (15).
We have
$\frac{\partial g}{\partial \varepsilon}(z, 0)=Y^{-1}(T, z) \frac{\partial x}{\partial \varepsilon}(T, z, 0)$.
Taking the derivative with respect to $\varepsilon$ in the relations

$$
\begin{align*}
x^{\prime}(t, z, \varepsilon)= & F_{0}(t, x(t, z, \varepsilon))+\varepsilon F_{1}(t, x(t, z, \varepsilon)) \\
& +\varepsilon^{2} F_{2}(t, x(t, z, \varepsilon))+O\left(\varepsilon^{3}\right), \tag{16}
\end{align*}
$$

$x(0, z, \varepsilon)=z$,
one can see that the function $(\partial x / \partial \varepsilon)(\cdot, z, 0)$ is the unique solution of the initial value problem
$y^{\prime}=D_{x} F_{0}(t, x(t, z, 0)) y+F_{1}(t, x(t, z, 0)), \quad y(0)=0$.

Hence
$\frac{\partial x}{\partial \varepsilon}(t, z, 0)=Y(t, z) \int_{0}^{t} Y^{-1}(s, z) F_{1}(s, x(s, z, 0)) d s$.
Now we have
$g_{1}(z)=\frac{\partial g}{\partial \varepsilon}(z, 0)=\int_{0}^{T} Y^{-1}(s, z) F_{1}(s, x(s, z, 0)) d s$.
Taking the second order derivative with respect to $\varepsilon$ in the relations (16), one can see that the function $\left(\partial^{2} x / \partial \varepsilon^{2}\right)(\cdot, z, 0)$ is the unique solution of the initial value problem
$y^{\prime}=D_{x} F_{0}(t, x(t, z, 0)) y+F_{*}(t, x(t, z, 0)), \quad y(0)=0$,
where the expression of $F_{*}$ is given in the statement of the Theorem. Hence
$\frac{\partial^{2} x}{\partial \varepsilon^{2}}(t, z, 0)=Y(t, z) \int_{0}^{t} Y^{-1}(s, z) F_{*}(s, x(s, z, 0)) d s$.
Now we have
$g_{2}(z)=\frac{1}{2} \frac{\partial^{2} g}{\partial \varepsilon^{2}}(z, 0)=\frac{1}{2} \int_{0}^{T} Y^{-1}(s, z) F_{*}(s, x(s, z, 0)) d s$.
This completes the proof of Theorem 1.
Corollary 6 (The Isochronous Case). We assume that there exists an open set $V$ with $\bar{V} \subset D$ and such that for each $z \in \bar{V}, x(\cdot, z, 0)$ is $T$-periodic, that is the hypothesis of the above theorem are fulfilled for $k=n$. In this case $g_{0} \equiv 0$ and the bifurcation functions have simpler expressions $f_{1}(z)=g_{1}(z)$ and $f_{2}(z)=2 g_{2}(z)$, where $g_{1}$ and $g_{2}$ are calculated according to the formulas of Theorem 1 .

## 4. Proof of the two applications

Proof of Proposition 2. The linear part at the origin of the differential system (10) is given by the matrix

$$
\left(\begin{array}{llll}
0 & 1 & 0 & 0  \tag{17}\\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0
\end{array}\right)
$$

and its eigenvalues are $\pm 1$ and $\pm i$. Doing the change of variables $(x, y, z, w) \mapsto(X, Y, Z, W)$ given by
$\left(\begin{array}{c}X \\ Y \\ Z \\ W\end{array}\right)=\left(\begin{array}{cccc}1 & -1 & -1 & 1 \\ -1 & -1 & 1 & 1 \\ 1 & 1 & 1 & 1 \\ -1 & 1 & -1 & 1\end{array}\right)\left(\begin{array}{l}x \\ y \\ z \\ w\end{array}\right)$,
system (10) becomes

$$
\begin{aligned}
\dot{X}= & -Y+\varepsilon\left(a+b \cos ^{2} t\right) \\
& +\varepsilon^{2} \sin ((4 t+X-Y+Z-W) / 4) \\
\dot{Y}= & X+\varepsilon\left(a+b \cos ^{2} t\right) \\
& +\varepsilon^{2} \sin ((4 t+X-Y+Z-W) / 4) \\
\dot{Z}= & Z+\varepsilon\left(a+b \cos ^{2} t\right) \\
& +\varepsilon^{2} \sin ((4 t+X-Y+Z-W) / 4) \\
\dot{W}= & -W+\varepsilon\left(a+b \cos ^{2} t\right) \\
& +\varepsilon^{2} \sin ((4 t+X-Y+Z-W) / 4)
\end{aligned}
$$

Note that the differential of this system at the origin is the real normal Jordan form of the matrix (17).

Now we shall apply Theorem 1 to the differential system (18) taking
$\mathbf{x}=(X, Y, Z, W)$,
$F_{0}(t, \mathbf{x})=(-Y, X, Z,-W)$,
$F_{1}(t, \mathbf{x})=(A, A, A, A)$,
$F_{2}(t, \mathbf{x}, \varepsilon)=(B, B, B, B)$,
$\Omega=\mathbb{R}^{4}$,
where $A=a+b \cos ^{2} t$, and $B=\sin ((4 t+X-Y+Z-W) / 4)$.
Clearly system (18) with $\varepsilon=0$ has a linear center at the origin in the ( $X, Y$ )-plane. We remark that all linear centers are isochronous. Using the notation from the Introduction (mainly the notation related with the statement of Theorem 1), the periodic solution $\mathbf{x}(t, \mathbf{z}, 0)$ of this center with $\mathbf{z}=\left(X_{0}, Y_{0}, 0,0\right)$ is
$X(t)=X_{0} \cos t-Y_{0} \sin t$,
$Y(t)=Y_{0} \cos t+X_{0} \sin t$,
$Z(t)=0$,
$W(t)=0$,
with period $T=2 \pi$. The $k, V$ and $\alpha$ of Theorem 1 are $k=2$,
$V=\left\{(X, Y): 0<X^{2}+Y^{2}<\rho\right\}$,
for some real number $\rho>0$, and $\alpha=\left(X_{0}, Y_{0}\right) \in V$.
For the function $F_{0}$ given in (19) and the periodic solution $\mathbf{x}(t, \mathbf{z}, 0)$ given in (20) the fundamental matrix solution $M(t)$ of the differential system (5) such that $M(0)$ is the identity matrix of $\mathbb{R}^{4}$ is
$M(t)=\left(\begin{array}{cccc}\cos t & -\sin t & 0 & 0 \\ \sin t & \cos t & 0 & 0 \\ 0 & 0 & e^{t} & 0 \\ 0 & 0 & 0 & e^{-t}\end{array}\right)$.
We remark that for system (18) with $\varepsilon=0$ the fundamental matrix does not depend on the particular periodic orbit $\mathbf{x}(t, \mathbf{z})$; i.e. it is independent of the initial conditions $\mathbf{z}$. Therefore, an easy computation shows that
$M^{-1}(0)-M^{-1}(2 \pi)=\left(\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1-e^{-2 \pi} & 0 \\ 0 & 0 & 0 & 1-e^{2 \pi}\end{array}\right)$.
Consequently all the assumptions of Theorem 1 are satisfied. Hence the corresponding bifurcation function at first order $f_{1}(\alpha)$ is given by
$f_{1}(\alpha)=\pi g_{1}\left(z_{\alpha}\right)=\pi\left(\int_{0}^{2 \pi} M^{-1}(s) F_{1}(s, x(s, z, 0)) d s\right)$
which is identically zero because we have that the following integrals
$\int_{0}^{2 \pi}\left(a+b \cos ^{2} s\right)(\cos s \pm \sin s) d s=0$.
Therefore, we must go to second order of bifurcation. In this case we must study the zeros in $V$ of the system $f_{2}(\alpha)=0$ of two equations and two unknowns, where $f_{2}$ is given by (8). More precisely, we have $f_{2}(\alpha)=\left(f_{2,1}\left(X_{0}, Y_{0}\right), f_{2,2}\left(X_{0}, Y_{0}\right)\right)$ where

$$
\begin{aligned}
f_{2,1}= & \int_{0}^{2 \pi}(\cos t+\sin t) \\
& \times \sin \left[t+\frac{\left(X_{0}-Y_{0}\right) \cos t-\left(X_{0}+Y_{0}\right) \sin t}{4}\right] d t \\
f_{2,2}= & \int_{0}^{2 \pi}(\cos t-\sin t) \\
& \times \sin \left[t+\frac{\left(X_{0}-Y_{0}\right) \cos t-\left(X_{0}+Y_{0}\right) \sin t}{4}\right] d t
\end{aligned}
$$

After a tedious calculation (which can be checked using an algebraic processor) and the change of variables $\left(X_{0}, Y_{0}\right) \mapsto(r, s)$ given by
$X_{0}-Y_{0}=4 r \cos s$,
$X_{0}+Y_{0}=-4 r \sin s$,
we obtain for
$h_{j}(r, s)=f_{2, j}(2 r(\cos s-\sin s),-2 r(\cos s+\sin s))$,
with $j=1,2$, that
$h_{1}(r, s)=\pi\left[J_{0}(r)+J_{2}(r)(\cos 2 s-\sin 2 s)\right]$,
$h_{2}(r, s)=-\pi\left[J_{0}(r)+J_{2}(r)(\cos 2 s+\sin 2 s)\right]$,
where $J_{\mu}(r)$ is the $\mu$-th Bessel function of first kind (see [17]).
Adding and subtracting the two equations $h_{j}(r, s)=0$, for $j=1,2$, we obtain the system
$p_{1}(r, s)=J_{2}(r) \sin 2 s=0$,
$p_{2}(r, s)=J_{0}(r)+J_{2}(r) \cos 2 s=0$.
It is known that the zeros of the functions $J_{\mu}(r)$ are distinct for different $\mu$ 's, then either $s=0$, or $s=\pi / 2$. We are not interested in all the solutions of this system, we are only interested to show that it has as many solutions as we want satisfying the assumptions of Theorem 1. So, in what follows we only study the solutions with $s=0$. Consequently, from the second equation of (21) we obtain
$J_{0}(r)+J_{2}(r)=0$.
Since $J_{0}(r)+J_{2}(r)=2 J_{1}(r) / r$, and the function $J_{1}(r)$ has infinitely many positive zeros tending to be uniformly distributed when $r \rightarrow$ $\infty$, because the asymptotic behavior of $J_{1}(r)$ is $\sqrt{2 /(\pi r)} \cos (r-$ $3 \pi / 4$ ), it follows that system (21) has infinitely many solutions of the form $\left(r_{0}, 0\right)$ being $r_{0}$ a positive zero of $J_{1}(r)$. Then, $\left(X_{0}, Y_{0}\right)=$ ( $2 r_{0},-2 r_{0}$ ) is a solution of the system $f_{2, j}\left(X_{0}, Y_{0}\right)=0$ for $j=1,2$. Moreover, the determinant of $\partial\left(f_{2,1}, f_{2,2}\right) / \partial\left(X_{0}, Y_{0}\right)$ at the point ( $2 r_{0},-2 r_{0}$ ) is
$\operatorname{det}\left(r_{0}\right)=\frac{\pi^{2}}{8} r_{0}^{2} \mathscr{H}\left(3,-r_{0}^{2} / 2\right)\left[\mathscr{H}\left(3,-r_{0}^{2} / 2\right)-\mathscr{H}\left(2,-r_{0}^{2} / 2\right)\right]$
where $\mathscr{H}$ is the regularized hypergeometric function, see [17]. Using the formula
$J_{\mu}(z)=\frac{z^{2}}{2^{\mu}(\mu+1)!} \mathscr{H}\left(\mu+1,-z^{2} / 4\right)$,
we get
$\operatorname{det}\left(r_{0}\right)=\frac{72 \pi^{2} J_{2}\left(r_{0}\right)^{2}}{r_{0}^{2}}$.
Since the zeros of $J_{1}(r)$ and $J_{2}(r)$ are different, we get that $\operatorname{det}\left(r_{0}\right) \neq$ 0 . Hence, by Theorem 1 for each ( $2 r_{0},-2 r_{0}$ ) contained in $V$ we have a periodic orbit of system (18) with $|\varepsilon| \neq 0$ sufficiently small.

Finally, for a given positive integer $N$ we can fix $\rho$ in the definition of $V$ in such a way that the interval $(0, \rho)$ contains exactly $N$ zeros of the function $J_{1}(r)$. Then taking $|\varepsilon| \neq 0$ small enough, Theorem 1 guarantees the existence of $N$ periodic solutions for system (18). Moreover, choosing $|\varepsilon| \neq 0$ smaller if necessary, since system (18) with $\varepsilon=0$ has its periodic solutions strongly stable and unstable in the directions $Z$ and $W$ respectively, it follows that the $N$ periodic solutions for system (18) obtained using Theorem 1 are limit cycles; i.e. they are isolated in the set of all periodic solutions. This completes the proof of the proposition.
Proof of Proposition 3. First we show that the homogeneous polynomial differential system (11) has a global center at the
origin. In polar coordinates $(r, \theta)$ defined by $x=r \cos \theta, y=$ $r \sin \theta$, system (11) becomes
$\dot{r}=-r^{3} \sin 2 \theta$,
$\dot{\theta}=r^{2}$.
Of course, to study this system is equivalent to study the differential equation
$\frac{d r}{d \theta}=-r \sin 2 \theta$,
whose solution $r(\theta, z)$ satisfying $r(0, z)=z$ is
$r(\theta, z)=z \exp \left(-\sin ^{2} \theta\right)$.
Therefore all the solutions of the differential equation (22) and consequently all the solutions of the homogeneous polynomial differential system (11) are periodic with the exception of the origin which is a singular point. Hence it is proved that the origin of system is a global center.

Now we want to study the limit cycles of the perturbed system (12) for $|\varepsilon| \neq 0$ sufficiently small, which bifurcate from the periodic solutions of the center of system (11).

We write the polynomial $P_{i}(x, y)$ and $Q_{i}(x, y)$ of degree 3 of system (11) as

$$
\begin{aligned}
P_{1}= & a_{00}+a_{10} x+a_{01} y+a_{20} x^{2}+a_{11} x y+a_{02} y^{2}+a_{30} x^{3} \\
& +a_{21} x^{2} y+a_{12} x y^{2}+a_{03} y^{3}, \\
P_{2}= & b_{00}+b_{10} x+b_{01} y+b_{20} x^{2}+b_{11} x y+b_{02} y^{2}+b_{30} x^{3} \\
& +b_{21} x^{2} y+b_{12} x y^{2}+b_{03} y^{3}, \\
Q_{1}= & A_{00}+A_{10} x+A_{01} y+A_{20} x^{2}+A_{11} x y+A_{02} y^{2}+A_{30} x^{3} \\
& +A_{21} x^{2} y+A_{12} x y^{2}+A_{03} y^{3}, \\
Q_{2}= & B_{00}+B_{10} x+B_{01} y+B_{20} x^{2}+B_{11} x y+B_{02} y^{2} \\
& +B_{30} x^{3}+B_{21} x^{2} y+B_{12} x y^{2}+B_{03} y^{3} .
\end{aligned}
$$

Doing change to polar coordinates to system (12), we obtain that it can be written as
$\frac{d r}{d \theta}=-r \sin 2 \theta+\varepsilon F_{1}(\theta, r)+\varepsilon^{2} F_{2}(\theta, r)+O\left(\varepsilon^{3}\right)$,
where

$$
\begin{aligned}
F_{1}(\theta, r)= & A_{1}(\theta) / r^{2}+A_{2}(\theta) / r+A_{3}(\theta)+A_{4}(\theta) r \\
F_{2}(\theta, r)= & B_{1}(\theta) / r^{5}+B_{2}(\theta) / r^{4}+B_{3}(\theta) / r^{3}+B_{4}(\theta) / r^{2} \\
& +B_{5}(\theta) / r+B_{6}(\theta)+B_{7}(\theta) r,
\end{aligned}
$$

where $A_{i}$ and $B_{i}$ are trigonometric polynomials. Now we shall apply Corollary 6 to the differential equation (24) taking $k=n=1$ and

$$
\begin{equation*}
\mathbf{x}=r, \quad t=\theta, \quad F_{0}(\theta, \mathbf{x})=-r \sin 2 \theta, \quad \Omega=(0, \infty) . \tag{25}
\end{equation*}
$$

Clearly the differential equation (24) is $T=2 \pi$ periodic in the variable $\theta$. Moreover this equation for $\varepsilon=0$ has all its solutions $2 \pi$-periodic and given by (23). The $V$ and $\alpha$ of Theorem 1 are $V=\{r: 0<r<\rho\}$, for some real number $\rho>0$, and $\alpha=$ $z \in V$.

For the function $F_{0}$ given in (25) and the periodic solution $r(\theta, z)$ given in (23) the $1 \times 1$ fundamental matrix $M(\theta)$ of the differential equation (24) with $\varepsilon=0$ such that $M(0)=(1)$ is $M(\theta)=$ $\left(e^{-\sin ^{2} \theta}\right)$. We remark that for system (25) the fundamental matrix does not depend on the particular periodic orbit $r(\theta, z)$; i.e. it is independent of the initial condition $z$. Therefore $M^{-1}(\theta)=\left(e^{\sin ^{2} \theta}\right)$.

Since all the assumptions of Theorem 1 are satisfied, by Corollary 6 we must study the zeros in $V$ of the function $g_{1}(z)$, where $g_{1}$ is given by

$$
\begin{aligned}
g_{1}(z)= & \int_{0}^{2 \pi} M^{-1}(t) F_{1}(t, x(t, z, 0)) d t \\
= & \frac{\pi}{2 z}\left(\left(a_{30}+2 b_{03}+b_{21}\right) z^{2}+2 e\left(b _ { 0 1 } \left(J_{0}(1)\right.\right.\right. \\
& \left.\left.\left.+2 J_{1}(1)\right)+a_{10} J_{1}(1)\right)\right)
\end{aligned}
$$

In order to obtain the bifurcation function of second order we impose that first order vanish identically. Hence we must to impose $b_{01}=a_{10}=0$ and $b_{21}=-a_{30}-2 b_{03}$. In this case we have that $g_{1}(z)=0$. To determine the bifurcation function of second order we must to compute
$\frac{\partial x}{\partial \varepsilon}=M(t) \int_{0}^{t} M^{-1}(t) F_{1}(t, x(t, z, 0)) d t$.
The computation of this integral gives some terms that cannot be expressed by means of elementary functions or in function of the error function $\operatorname{erf}(z)$ where the error function is the integral of the Gaussian distribution given by
$\operatorname{erf}(z)=\frac{2}{\sqrt{\pi}} \int_{0}^{z} e^{-t^{2}} d t$.
We avoid this terms fixing the some of the arbitrary parameters in the following form $a_{02}=-3 a_{20}+3 b_{11}, a_{20}=b_{11}$ and $a_{00}=$ 0 . Moreover the second order derivative of $F_{0}$ is identically zero. Therefore we have that
$F_{*}=2 F_{2}+2 D_{x} F_{1} \cdot \frac{\partial x}{\partial \varepsilon}$,
and the bifurcation function of second order is given by

$$
\begin{aligned}
g_{2}(z)= & \frac{1}{2} \int_{0}^{T} M^{-1}(t) F_{*}(t, x(t, z, 0)) d t \\
= & -\frac{\pi}{256 z^{3}}\left\{\left(16 a_{03} a_{12}+32 a_{03} a_{30}-128 A_{30}-112 a_{03} b_{03}\right.\right. \\
& -256 B_{03}-32 a_{12} b_{12}-64 a_{30} b_{12}-32 b_{03} b_{12} \\
& \left.-128 B_{21}-16 a_{12} b_{30}-32 a_{30} b_{30}-144 b_{03} b_{30}\right) z^{4} \\
& +128 e z^{2}\left[-2\left(A_{10}+B_{01}+a_{01}\left(a_{12}-4\left(a_{30}+b_{03}\right)\right)\right.\right. \\
& \left.+2 a_{12} b_{10}-7 a_{30} b_{10}-8 b_{03} b_{10}-b_{11} b_{20}\right) J_{0}(1)+\left(4 A_{10}\right. \\
& +5 a_{01} a_{12}-17 a_{01} a_{30}-4 B_{01}-22 a_{01} b_{03} \\
& +8 a_{12} b_{10}-33 a_{30} b_{10}-37 b_{03} b_{10}-a_{11} b_{11} \\
& \left.\left.\left.+b_{02} b_{11}-3 b_{11} b_{20}\right) J_{1}(1)\right]+256 b_{00} b_{11} e^{2} J_{2}(2)\right\}
\end{aligned}
$$

Consequently this bifurcating function can have two zeros and two limit cycles can bifurcate from the periodic solutions of the degenerate center and this completes the proof of the Proposition.

## Acknowledgments

The first author was partially supported by a grant of the Romanian National Authority for Scientific Research, CNCS UEFISCDI, project number PN-II-ID-PCE-2011-3-0094. The first and second authors are partially supported by the MICINN/FEDER grant number MTM2011-22877 and by a Generalitat de Catalunya grant number 2009SGR-381. The third author is partially supported by the MICINN/FEDER grant MTM2008-03437, Generalitat de Catalunya grant number 2009SGR-410 and ICREA Academia.

## References

[1] H. Amann, Ordinary Differential Equations. An Introduction to Nonlinear Analysis, in: de Gruyter Studies in Mathematics, vol. 13, Walter de Gruyter and Co., Berlin, 1990.
[2] I.G. Malkin, On Poincaré's theory of periodic solutions, Akad. Nauk SSSR. Prikl. Mat. Meh. 13 (1949) 633-646 (in Russian).
[3] M. Roseau, Vibrations non linéaires et théorie de la stabilité, in: Springer Tracts in Natural Philosophy, vol. 8, Springer-Verlag, Berlin, New York, 1966 (in French).
[4] J.-P. Françoise, Collection: Mathématiques et Applications, vol. 46, Springer Verlag, 2005.
[5] A. Buică, J.-P. Françoise, J. Llibre, Periodic solutions of nonlinear periodic differential systems, Commun. Pure Appl. Anal. 6 (2007) 103-111.
[6] B. Coll, A. Gasull, R. Prohens, Periodic orbits for perturbed non autonomous differential equations, Preprint (2006).
[7] A. Buică, J. Llibre, Averaging methods for finding periodic orbits via Brouwer degree, Bull. Sci. Math. 128 (2004) 7-22.
[8] J.A. Sanders, F. Verhulst, J. Murdock, Averaging Methods in Nonlinear Dynamical Systems, second ed., in: Appl. Math. Sci., vol. 59, Springer, New York, 2007.
[9] F. Verhulst, Nonlinear Differential Equations and Dynamical Systems, Universitext, Springer-Verlag, Berlin, 1996.
[10] I.A. García, J. Giné, The center problem via averaging method, J. Math. Anal. Appl. 351 (1) (2009) 334-339.
[11] L.A. Peletier, W.C. Troy, Spatial patterns. Higher order models in physics and mechanics, in: Progress in Nonlinear Differential Equations and their Applications, vol. 5, Birkhaüser, Boston, 2001.
[12] L. Sanchez, Boundary value problems for some fourth order ordinary differential equations, Appl. Anal. 38 (1990) 161-177.
[13] Jiming Li, Limit cycles bifurcated from a reversible quadratic center, Qual. Theory Dyn. Syst. 6 (2) (2005) 205-216.
[14] J. Llibre, M.A. Teixeira, J. Torregrosa, Limit cycles bifurcating from a $k$ dimensional isochronous center contained in $\mathbb{R}^{n}$ with $k \leq n$, Math. Phys. Anal. Geom. 10 (2007) 237-249.
[15] P. Mardesic, C. Rousseau, B. Toni, Linearization of isochronous centers, J. Differential Equations 121 (1995) 67-108.
[16] C. Chicone, Lyapunov-Schmidt reduction and Melnikov integrals for bifurcation of periodic solutions in coupled oscillators, J. Differential Equations 112 (1994) 407-447.
[17] M. Abramowitz, I.A. Stegun, Bessel functions J and Y, Section 9.1, in: Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables, 9th printing, Dover, New York, 1972, pp. 358-364.


[^0]:    * Corresponding author. Tel.: +34973702778; fax: +34973702702.

    E-mail addresses: abuica@math.ubbcluj.ro (A. Buică), gine@matematica.udl.cat (J. Giné), jllibre@mat.uab.cat (J. Llibre).

