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Department of Applied Mathematics, Babeş-Bolyai University, Cluj-Napoca, Romania

Received 27 April 2006

Available online 1 September 2006

Submitted by Steven G. Krantz

Dedicated to Professor Ioan A. Rus on his 70th birth anniversary, with our gratitude

Abstract

In this paper we study the existence of ω-periodic solutions for some functional–differential equations of
mixed type. Among the main results are the averaging principle and existence theorems for some equations
with homogeneous nonlinearities. We use here the coincidence degree theory of Mawhin.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction

In this paper we study the existence of periodic solutions for functional–differential equations
of mixed type (MFDE, for short) of the form

x′(t) = f
(
t, x(t), x

(
t − τ1(t)

)
, x

(
t + τ2(t)

))
, t ∈ R, (1)

where f : R × R
3n → R

n and τ1, τ2 : R → R are continuous and ω-periodic in t . For exam-
ple, if τ1 and τ2 are constants and with the same sign, the growth rate of x depends on both
forward and backward (advanced and delayed) translates of the argument t . This is what is
called of “mixed type.” The same phenomenon happened, for example, if τ1(t) = τ2(t) = sin t .
The study of various problems (not only the periodic problem) for this type of equations is
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difficult and, as far as we know, it started recently. An elaborated theory was initiated by
Mallet-Paret who, for example, gave in [12] a Fredholm alternative for MFDE. The motiva-
tion for this study is that the travelling-wave solutions of a lattice differential equation satisfy
a MFDE. Recently, various problems associated to a MFDE (as, for example, the existence
of analytic solutions for an equation with analytic data) were studied by Dârzu in [5,6], Rus
and Dârzu-Ilea in [14] and Precup in [13]. The authors of [7,9–11] studied the existence of
periodic solutions for some MFDE. They use the coincidence degree theory as developed by
Gaines and Mawhin in [8]. Here we use the same technique, but our results extend and com-
plement the existing ones. The first main result is the averaging method, the analogous of the
very popular method for ordinary differential equations (ODE, for short). Two existence results
for periodic solutions of some MFDE with homogeneous nonlinearities are also given. They are
extensions of similar results for ODE of Capietto, Mawhin and Zanolin appeared in [4]. Other
cases that we studied are the small perturbations of odd MFDE or of autonomous ODE. The
paper is organized as follows. In Section 2 we present the definition, some properties and re-
sults from the coincidence degree theory that will be used later on. Section 3 contains our main
results.

2. The coincidence degree: definition and properties

In this section we present the definition of the coincidence degree and some of its properties,
also some continuation theorems, perturbation theorems and some theorems for the case when
the nonlinear operator is positively homogeneous. This results appear in [1,2,8].

Let X and Y be two Banach spaces, L :X → Y be a linear operator, continuous, Fredholm of
index zero (meaning that ImL is a closed subset of Y and dim KerL = codim ImL = n < ∞)
and N :Ω → Y be a completely continuous operator, where Ω is an open and bounded subset
of X. We denote X1 = KerL and Y2 = ImL. We have the decompositions X = X1 ⊕ X2 and
Y = Y1 ⊕ Y2. We consider P :X → X1 and Q :Y → Y1 linear, continuous projectors (meaning
P 2 = P and Q2 = Q) and J :X1 → Y1 an isomorphism. The operator M :Ω → X, M = (L +
JP )−1(N + JP ) is completely continuous and does not depend on the linear operators P , Q

and J . Moreover, we have that Lx = N(x) if and only if x = M(x). We assume that

Lx �= N(x), for all x ∈ ∂Ω.

By definition, the coincidence degree of operators (L,N) is equal to the Leray–Schauder de-
gree of operator I − M :Ω → X and is denoted here d((L,N),Ω). The main properties of the
coincidence degree are the following.

Existence. If d((L,N),Ω) �= 0, then there is x ∈ Ω such that Lx = N(x).

The generalized theorem of Borsuk type. If Ω is symmetrical in 0 ∈ Ω and if N(−x) = −N(x)

for all x ∈ ∂Ω , then d((L,N),Ω) is odd.

Invariance under homotopies. If H :Ω × [0,1] → Y is completely continuous and Lx �=
H(x,λ) for all x ∈ ∂Ω and λ ∈ [0,1], then d((L,H(·, λ)),Ω) is constant with respect to λ.

The following results will be also useful in the sequel. With Br(0) we denote the open ball of
the space X centered in the origin and of radius r .
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Theorem 2.1. Suppose that Lx �= N(x) for each x ∈ ∂Ω . Then there is μ > 0 such that μ �
infx∈∂Ω ‖Lx − N(x)‖ and for all Np :Ω → Y completely continuous with supx∈∂Ω ‖Np(x)‖ <

μ, we have d((L,N + Np),Ω) = d((L,N),Ω).

Theorem 2.2. Let ε > 0 and N = N(·, ε) such as N(x, ε) → N(x,0) when ε ↘ 0 is uniformly
with respect to x ∈ ∂Ω . Suppose that QN(x,0) �= 0 for all x ∈ ∂Ω ∩ X1. Then for ε > 0 suffi-
ciently small, Lx �= εN(x, ε) for all x ∈ ∂Ω and

d
((

L,εN(·, ε)),Ω) = dB

(
J−1QN(·,0),Ω ∩ X1,0

)
.

Theorem 2.3. (i) If N is positively homogeneous of order α > 1 (i.e., N(rx) = rαN(x) for
all r > 0, x ∈ X) and QN(y) �= 0 for y ∈ X1, with |y| = 1, then for r sufficiently small,
d((L,N),Br(0)) = dB(J−1QN,Br(0) ∩ X1,0).

(ii) If, moreover, Np is positively homogeneous of order β > α, then for r sufficiently small,
d((L,N + Np),Br(0)) = d((L,N),Br(0)).

Theorem 2.4. (i) If N is positively homogeneous of order 0 < α < 1 and QN(y) �= 0 for y ∈ X1,
with |y| = 1, then for r sufficiently large, d((L,N),Br(0)) = dB(J−1QN,Br(0) ∩ X1,0).

(ii) If, moreover, Np is positively homogeneous of order 0 < β < α, then for r sufficiently
large, d((L,N + Np),Br(0)) = d((L,N),Br(0)).

3. Periodic solutions for functional–differential equations of mixed type

This section contains our main results. In the first part we show how to choose appropriate
function spaces and operators in order to transform the periodic problem for a MFDE into an
operator equation suitable to apply the coincidence degree theory.

The periodic problem like a coincidence-type operator equation. Throughout this paper, Cω is
the Banach space defined by

Cω = {
x : R → R

n
∣∣ continuous and ω-periodic

}

and endowed with the supremum norm ‖x‖∞ = supt∈[0,ω] |x(t)|. We define the operator
F :Cω → Cω by

F(x)(t) = f
(
t, x(t), x

(
t − τ1(t)

)
, x

(
t + τ2(t)

))
, for all t ∈ R and x ∈ Cω. (2)

It is not difficult to see that the operator F is well defined, continuous and bounded. We remind
here that F is bounded if F(M) is bounded for any bounded subset M of Cω.

With the above notations, the ω-periodic problem for Eq. (1) can be written in the following
form:

x′ = F(x), x ∈ Cω. (3)

According to the notations from the introductory part we consider the following spaces of func-
tions:

X = Cω, Y = {
y : R → R

n continuous, with y(t + ω) = y(t) + y(ω), t ∈ R
}
.
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Both X and Y are Banach spaces endowed with the norm ‖ · ‖∞. Now we define a linear opera-
tor L and a nonlinear operator N by

L,N :X → Y, Lx(t) = x(t) − x(0), N(x)(t) =
t∫

0

F(x)(s) ds. (4)

We can easily note that problem (3) can be written under the form of an operator equation of
coincidence type

Lx = N(x), x ∈ X.

We shall see that for this equation we can apply the coincidence degree theory. The linear op-
erator L is continuous, and the kernel and its image are the following X1 = KerL = {x ∈ X:
x a constant function}, Y2 = ImL = {y ∈ Y : y(ω) = 0}. The space Y can be decomposed as
Y = Y1 ⊕ Y2, where Y1 = {y ∈ Y : y(t) = ct, t ∈ R, c ∈ R

n}. Observing that Y2 is closed in Y

and dimX1 = codimY2 = n, it follows that L is a linear Fredholm operator of index zero.
Since the operator F is bounded, and the convergence in the Banach spaces X and Y is the

uniform convergence on the interval [0,ω], the Arzela–Ascoli theorem implies that the nonlinear
operator N is completely continuous.

We define the isomorphism J :X1 → Y1 by J (c) = ct/ω and the projectors P :X → X1 and
Q :Y → Y1 by Px = x(0) and Qy(t) = y(ω)t/ω, respectively. In order to apply the coincidence
degree theory, the following formula for the restriction to the finite dimensional space X1 of the
operator J−1QN :X → X1 is useful:

J−1QN
∣∣
X1

(c) =
ω∫

0

f (s, c, c, c) ds. (5)

It is also interesting to observe that the operator M = (L + JP )−1(N + JP ) :X → X is given
by the formula

M(x)(t) = x(0) +
t∫

0

F(x)(s) ds + ω − t

ω

ω∫

0

F(x)(s) ds.

We remind that the fixed points of the operator M are solutions of the coincidence type equation
Lx = N(x), and hence, are ω-periodic solutions of (1).

Main results. The first main result is the averaging method for MFDE.

Theorem 3.1. We consider the functional–differential equation

x′(t) = εf
(
t, x(t), x

(
t − τ1(t)

)
, x

(
t + τ2(t)

)
, ε

)
, (6)

where f : R × R
3n × [0, ε1] → R a continuous function and ω-periodic in the first argument,

τ1, τ2 : R → R are continuous and ω-periodic and ε1 > 0. Let g : Rn → R
n be defined by

g(c) =
ω∫
f (t, c, c, c,0) dt. (7)
0
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We assume that there exists a ∈ R
n and a neighborhood V of a, such that g(a) = 0, g(c) �= 0 for

all c ∈ V \ {a} and dB(g,V,0) �= 0.
Then, for ε > 0 sufficiently small, there exist an ω-periodic solution of Eq. (6), denoted ϕ(·, ε),

that also satisfies ϕ(·, ε) → a when ε → 0.

Proof. In the case of Eq. (6) the operators F and N depend on the parameter ε and we under-
line this fact by denoting F(x, ε)(t) = f (t, x(t), x(t − τ1(t)), x(t + τ2(t)), ε) and N(x, ε)(t) =∫ t

0 F(x, ε)(s) ds. Then the ω-periodic problem for Eq. (6) is equivalent with

Lx = εN(x, ε), x ∈ X. (8)

Let Ω = {x ∈ X: x(t) ∈ V for all t ∈ R}, that is an open and bounded subset of space X. We have
that Ω = {x ∈ X: x(t) ∈ V for all t ∈ R} and ∂Ω = {x ∈ X: there exist t ∈ R with x(t) ∈ ∂V }.

We shall apply Theorem 2.2 for Eq. (8) and the set Ω . For this we need to identify the oper-
ators QN(·,0)|X1 and J−1QN(·,0)|X1 . From the formula (5), identifying X1 with Rn we find
that J−1QN(·,0)|X1 = g, the function given by the relation (7). So QN(·,0)|X1 = Jg, where
we remind that J is a linear isomorphism between X1 and Y1.

From all these here we note that the hypotheses of Theorem 2.2 are fulfilled. Moreover,
we have that dB(J−1QN(·,0),Ω ∩ X1,0) = dB(g,V,0) �= 0. Then, for ε sufficiently small,
d((L, εN(·, ε)),Ω,0) �= 0, fact that assures that there exist a solution of Eq. (8) in Ω . We de-
note this solution with ϕ(·, ε), this being of course an ω-periodic solution of Eq. (6) that has the
property that ϕ(t, ε) ∈ V for any t ∈ R.

Now, we note that, instead of V , we can take a neighborhood of a (like in [3]), Vμ ⊂ V such
that Vμ shrinks to {a} when μ → 0. This implies that the corresponding set Ωμ is a neighborhood
of the constant function a, such as the diameter Ωμ is sufficiently small when μ → 0. So, for ε

sufficiently small, Eq. (6) has an ω-periodic solution, ϕ(·, ε) ∈ Ωμ. Hence, we can choose the
solution such that ϕ(·, ε) → a when ε → 0. �

The next results consider the cases of small perturbations of on odd MFDE and of an au-
tonomous ODE, respectively.

Theorem 3.2. We consider the functional–differential equation

x′(t) = f
(
t, x(t), x

(
t − τ1(t)

)
, x

(
t + τ2(t)

))
+ εfp

(
t, x(t), x

(
t − τ1(t)

)
, x

(
t + τ2(t)

))
, (9)

where f,fp : R × R
3n × [0, ε1] → R

n are continuous functions and ω-periodic in the first argu-
ment, τ1, τ2 : R → R are continuous and ω-periodic and ε > 0. We assume in addition that f is
odd, i.e., f (t,−u,−v,−w) = −f (t, u, v,w) for all t ∈ R and any (u, v,w) ∈ R

3n.
Then, for any ε sufficiently small, there exists an ω-periodic solution of Eq. (9).

Proof. We denote Fp(x)(t) = fp(t, x(t), x(t − τ1(t)), x(t + τ2(t))) and Np(x)(t) =∫ t

0 Fp(x)(s) ds. Then the ω-periodic problem for Eq. (9) is equivalent to

Lx = N(x) + εNp(x), x ∈ X. (10)

Let Ω = Br(0) be the ball centered in the origin 0 and with radius r > 0 from the Banach
space X. Since f is an odd function, the same is true for the operator N . We apply the generalized
theorem of Borsuk type [8] and deduce that d((L,N),Br(0)) is odd. It is obvious that

d
(
(L,N),Br(0)

) �= 0. (11)
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Now, for ε small enough we apply Theorem 2.1 for Eq. (10) in Br(0) and obtain that

d
(
(L,N + εNp),Br(0)

) = d
(
(L,N),Br(0)

)
. (12)

Combining (11) and (12), it follows that d((L,N + εNp),Br(0)) �= 0, for ε sufficiently small.
This assures the existence of at least one solution of Eq. (10) in Br(0). �
Theorem 3.3. We consider the functional–differential equation

x′(t) = f0
(
x(t)

) + εfp

(
t, x(t), x

(
t − τ1(t)

)
, x

(
t + τ2(t)

))
, (13)

where f0 : Rn → R
n and fp : R × R

3n → R
n are continuous functions, fp is ω-periodic in the

first argument, and ε > 0. We assume that there exists V an open and bounded subset of R
n,

such that f0(c) �= 0 for all c ∈ ∂V and dB(f0,V ,0) �= 0. Moreover, we assume that equation
x′ = f0(x) has no periodic solutions such that x(t) ∈ ∂V for some t ∈ R.

Then, for any ε sufficiently small, there exists an ω-periodic solution of Eq. (13).

Proof. We denote F0(x)(t) = f0(x(t)) and N0(x)(t) = ∫ t

0 F0(x)(s) ds. With the above notations
the ω-periodic problem for Eq. (13) is equivalent to

Lx = N0(x) + εNp(x), x ∈ X. (14)

We choose Ω = {x ∈ X: x(t) ∈ V for all t ∈ R} that is an open and bounded subset of the Banach
space X. In the proof of Theorem 2.1 we described also its boundary. The fact that equation
x′ = f0(x) has no periodic solutions such that x(t) ∈ ∂V for some t ∈ R assures that Lx �= N0(x)

for all x ∈ ∂Ω . For ε sufficiently small we apply Theorem 2.1 for Eq. (14). Hence

d
(
(L,N0 + εNp),Ω

) = d
(
(L,N0),Ω

)
. (15)

Also, we have d((L,N0),Ω) = (−1)ndB(f0,V ,0) [4]. Since dB(f,V,0) �= 0, using also (15),
we have

d
(
(L,N0 + εNp),Ω

) �= 0.

This implies, like before, that there exists an ω-periodic solution of Eq. (13). �
The next two theorems treat the cases of MFDE with homogeneous nonlinearities and they

are extensions of some results of Capietto, Mawhin and Zanolin [4] given for the ODE case. We
give the proof only for the first one, since for the second one is similar. We use Theorems 2.3
and 2.4 (see also [1]), that are abstract results on how to compute the coincidence degree for
homogeneous nonlinear operators.

Theorem 3.4. We consider the functional–differential equation

x′(t) = f
(
t, x(t), x

(
t − τ1(t)

)
, x

(
t + τ2(t)

)) + p(t), (16)

where f : R × R
3n → R

n and p : R → R
n are continuous functions, ω-periodic in the first ar-

gument. We assume that f is positively homogeneous of order α < 1, i.e., f (t, ru, rv, rw) =
rαf (t, u, v,w) for any r > 0, t ∈ R, (u, v,w) ∈ R

3n.
Let g : Rn → R

n be defined by

g(c) =
ω∫
f (t, c, c, c,0) dt. (17)
0
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We assume, moreover, that g(c) �= 0 for all c ∈ R
n \ {0} and dB(g,V,0) �= 0 for some open

neighborhood V of 0.
Then there exists an ω-periodic solution of Eq. (16).

Proof. Let Ω = Br(0), where Br(0) is the ball centered in the origin and of radius r , and V

is Br(0) ∩ X1 after identifying a constant function with the corresponding real number. We ap-
ply Theorem 2.4(i). From the fact that f is positively homogeneous of order α, it follows that
N is positively homogeneous of order α. Like we have seen before, J−1QN(·,0)|X1 = g. We
notice that the Brouwer degree of g is constant with respect to any open and bounded set V

that contains the origin. Then, by Theorem 2.4(i), for r sufficiently large, d((L,N),Br(0)) =
dB(J−1QN,Br(0) ∩ X1,0) = dB(g,V,0). It follows that

d
(
(L,N),Br(0)

) �= 0.

We denote Np(x)(t) = ∫ t

0 p(s) ds. Hence, the ω-periodic problem for Eq. (16) is equivalent to

Lx = N(x) + Np(x), for all x ∈ X. (18)

Also, we notice that Np is positively homogeneous of order β = 0. Now we apply Theorem
2.4(ii) with 0 = β < α < 1 and deduce that, for r sufficiently large we have

d
(
(L,N + Np),Br(0)

) = d
(
(L,N),Br(0)

) �= 0.

Thus Eq. (18) has a solution in Ω = Br(0), so there exists an ω-periodic solution of Eq. (16). �
Theorem 3.5. We consider the functional–differential equation

x′(t) = f
(
t, x(t), x

(
t − τ1(t)

)
, x

(
t + τ2(t)

)) + εp(t), (19)

where f : R × R
3n → R

n and p : R → R are continuous functions, ω-periodic in the first argu-
ment. We assume that f is positively homogeneous of order α > 1.

Let g : Rn → R
n be defined by (17). We assume, moreover, that g(c) �= 0 for all c ∈ R

n \ {0}
and dB(g,V,0) �= 0 for some open neighborhood V of 0.

Then, for ε > 0 sufficiently small, there is an ω-periodic solution of Eq. (19).
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