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Abstract

We consider the problem of findingT -periodic solutions for a differential system whose vec
field depend on a small parameterε. An answer to this problem can be given using the avera
method. Our main results are in this direction, but our approach is new. We use topo
methods based on Brouwer degree theory to solve operator equations equivalent to this p
The regularity assumptions are weaker then in the known results (up to second order inε). A result
for third order averaging method is also given.

As an application we provide a way to study bifurcations of limit cycles from the period ann
of a planar system and notice relations with the displacement function. A concrete example is
 2003 Elsevier SAS. All rights reserved.
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1. Introduction

In few words we can say that the averaging method [15,16] gives a quantitative re
between the solutions of some non autonomous differential system and the solution
averaged differential system, which is an autonomous one. The averaging is with r
to the independent variable and the right hand sides of these systems are sufficientl
depending on a small parameterε. Also, by using the Implicit Function Theorem, th
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averaging method leads to the existence of periodic solutions for periodic system
main results are in the spirit of this last idea. But our approach is new. We use topol
methods to solve operator equations equivalent to the problem of findingT -periodic
solutions. These operator equations are either infinite dimensional (of coincidence
as are called in [2,3,9]) or finite dimensional.

We start by presenting our main results Theorems 1.1, 3.1 and 3.2. The first step
proof is to replace our problem to that of finding zeros of some finite dimensional fun
related directly to the given differential system. In fact, we have to study bifurcatio
zeros of this finite dimensional function with respect to the parameterε aroundε = 0.
Instead of the Implicit Function Theorem we use Brouwer degree theory.

We succeeded to weaken the hypothesis of analogous theorems in first order ave
as Theorem 11.5, p. 158, [16] (see our Theorem 1.1) and in second order averag
Corollary 6, p. 6, [12] or Theorem 2.2 [10], (see Theorem 3.1). The result for third o
in the case of 1-dimensional systems is also stated (see Theorem 3.2). As far as w
this is the first time that an explicit formulation of the third order averaging method
been written. Due to our new approach, which do not involve any change of varia
the given system, we consider that it could be more easy and transparent to obtain
corresponding to higher order averaging.

Here we state the main result on first order averaging method.

Theorem 1.1 (First order averaging method).We consider the following differential syste

x ′(t) = εF1(t, x)+ ε2R(t, x, ε), (1.1)

where F1 :R × D → R
n, R :R × D × (−εf , εf ) → R

n are continuous functions
T -periodic in the first variable andD is an open subset ofRn. We definef1 :D → R

n

as

f1(z)=
T∫

0

F1(s, z)ds, (1.2)

and assume that:

(i) F1 andR are locally Lipschitz with respect tox;
(ii) for a ∈ D with f1(a)= 0, there exists a neighborhoodV of a such thatf1(z) 	= 0 for

all z ∈ V \ {a} anddB(f1,V ,0) 	= 0.

Then, for|ε|> 0 sufficiently small, there exists aT -periodic solutionϕ(· , ε) of system(1.1)
such thatϕ(· , ε)→ a asε → 0.

Theorem 1.1 has weaker hypothesis than the analogous result Theorem 1
Verhulst [16], where instead of (i) is assumed that

(j) F1,R,DxF1,D
2
xF1 andDxR are defined, continuous and bounded by a constanM

(independent ofε) in [0,∞)×D, −εf < ε < εf ,
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(jj) for a ∈D with f1(a)= 0 we haveJf1(a) 	= 0.

From now on we denote byDxF the Jacobian matrix of the derivatives of the compone
of F with respect to the components ofx, and byD2

xF some matrix of the second ord
derivatives. ByJf (a) we denote the Jacobian determinant off calculated ina.

Via coincidence degree theory [9] we obtain a first order averaging metho
continuous systems (Theorem 1.2 below), without assuming for the vector field ev
locally Lipschitz property. As in all our results, the conditions for the bifurcation funct
(which are finite dimensional) are given in terms of the Brouwer degree instead
Jacobian determinant.

Here is the result, whose proof can be found in Section 4.

Theorem 1.2. The conclusion of Theorem1.1 is valid also without assuming that(i) holds.

We emphasize that our main contribution to the averaging theory is the dropp
regularity conditions. In fact, in Theorem 1.2 we can assume only integrability on(0, T )
instead of continuity ofF1 andR with respect tot . Although the results of Ellison, Sáen
and Dumas [8] do not state existence of periodic solutions, we can say that the smoo
hypotheses are comparable. They give an approximation theorem based onN th order
averaging and they claim that the regularity conditions are probably close to minima

Except in the case of Theorem 1.2, the proof of our main results is based on Lem
stated and proved in Section 2. This lemma can be used to study bifurcation of ze
a finite dimensional continuous function for which we know the expansion with re
to the bifurcation parameter up to some orderk. The differences between this result a
the Implicit Function Theorem or the Malgrange Preparation Theorem ([7], Theorem
p. 194), also used to study bifurcation of zeros, are the following. First, we notic
regularity conditions. Lemma 2.1 can be applied to functions which are only contin
For k = 0, in weaker conditions than the Implicit Function Theorem, is assured
existence. By considering a higher order approximation, in some cases, existence o
branches of zeros can be obtained, as it can be seen in Example 1 of Section 2. FC∞
functions, this complements the Malgrange Preparation Theorem.

Section 2 contains also concrete examples and remarks regarding the use of Lem
as a tool in bifurcation theory. It is worth mentioning here that the Brouwer degree t
is rich in results which conclude the existence of zeros of some function. These c
used instead of Lemma 2.1 to get new conditions for existence of periodic solutio
differential systems.

The proof of Theorem 1.1, the statement and proof of the results on second an
order averaging method are contained in Section 3.

A concrete example as application of this theory is given in Section 5. First we pro
a general way for applying the averaging method in order to study limit cycles of p
systems bifurcating from periodic trajectories of the period annulus (Theorem 5.1)
has been done before by Llibre in [12] for perturbations inside quadratic polyno
systems of
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ẋ = −y(1+ λ4y),

ẏ = x(1+ λ4y),

and by Llibre, Pérez del Río and Rodríguez in [13] for perturbations inside polyno
systems of degreen of the above system. The way of applying the method is essentiall
same as we propose in Theorem 5.1. But we prove in Theorem 5.2 that this is equ
to study the displacement function of the given planar system. Thus, only for pra
reasons someone have to choose between these two methods. Chicone and Jaco
in [6] that, up to first order in the small parameterε, at most two limit cycles bifurcat
inside quadratic systems from the period annulus of

ẋ = −y + x2,

ẏ = x + xy.

They studied the displacement function using some results of Bautin [1]. We will fin
same, in a shorter way, by using the averaging method.

Even for planar systems, the averaging method and the use of the displacement f
are not always equivalent. Other approaches can be found in [12].

2. Some remarks on the Brouwer degree

For bounded open subsetsV of R
n, such thatV ⊂ D and 0 does not lie inf (∂V, ε)

for someε, denote bydB(f (· , ε),V ,0) the Brouwer degreeof the functionf (· , ε) with
respect to the setV and the point 0, as is defined in [4].

One of the main properties of the topological degree is that, ifdB(f (· , ε),V ,0) 	= 0,
then the equation

f (z, ε)= 0 (2.3)

has a solution inV (see again [4]).
The main result of this section is the following.

Lemma 2.1. We consider the continuous functionsfi :V → R
n, for i = 0, . . . , k, and

f,g, r :V × [−ε0, ε0] → R
n, given by

g(· , ε) = f0(·)+ εf1(·)+ ε2f2(·)+ · · · + εkfk(·), (2.4)

f (· , ε)= g(· , ε)+ εk+1r(· , ε). (2.5)

Assume that

g(z, ε) 	= 0 for all z ∈ ∂V, ε ∈ [−ε0, ε0] \ {0}. (2.6)

Then, for|ε|> 0 sufficiently small,dB(f (· , ε),V ,0) is well defined and

dB
(
f (· , ε),V ,0) = dB

(
g(· , ε),V ,0)

.
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Proof. We use the invariance under homotopy of the Brouwer degree. For eacε ∈
[−ε0, ε0] \ {0} we consider the continuous homotopy

gt (· , ε)= g(· , ε)+ t
(
f (· , ε)− g(· , ε)), for 0 � t � 1.

All we have to prove is that, whenε is sufficiently small, 0/∈ gt (∂V, ε) for all 0< t � 1.
We assume by contradiction that, for somet0 ∈ (0,1] and somex0 ∈ ∂V , gt0(x0, ε) = 0.
LetM > 0 be such that|r(z, ε)| �M for all z ∈ V and everyε ∈ (0, ε0]. Then|g(x0, ε)| �
Mεk+1, which is not true forε sufficiently small, since|g(x0, ε)| = |f0(x0) + εf1(x0) +
· · · + εkfk(x0)| 	= 0. ✷

Now we remind the definition of the Brouwer degree forC1 functions (as it is given
in [14]). Let g ∈C1(D), V ⊂D andZg = {x ∈ V : g(z) = 0}. We assume also that

Jg(z) 	= 0, for all z ∈Zg,

whereJg(z) is the Jacobian determinant ofg at z. This assures thatZg is finite (see
Theorem 1.1.2 of [14]). Then

dB(g,V,0) =
∑
z∈Zg

sign
(
Jg(z)

)
.

In [14] there are some examples of computing the degree for functions which are nC1

or, for whichJg(z)= 0 for somez ∈ Zg (for example, see p. 21).

Remark 1. Let g :D → R
n be aC1 function, withg(a) = 0, whereD is an open subse

of R
n and a ∈ D. WheneverJg(a) 	= 0, there exists a neighborhoodV of a such that

g(z) 	= 0 for all z ∈ V \ {a}. ThendB(g,V,0) ∈ {−1,1}.

Remark 2. The Brouwer degree of the functionf0(z) = z2 is 0 in any neighborhood o
the origin. The arguments follow. The functionf0 has a unique zero,a = 0 and we have
thatf ′

0(0)= 0. In order to compute the degree, we consider an arbitraryλ > 0, the interval
V = (−2λ,2λ) and the functiong(z) = z2 − λ2. Then,g has two zeros inV : −λ andλ.
The Jacobian matrix is negative at−λ and positive atλ. Therefore,dB(g,V,0) = 0. Since
it is easy to see that supz∈V |f0(z)− g(z)|< infz∈∂V f0(z), by Definition 1.4.1 of [14], we
get thatdB(f0,V ,0)= 0.

Remark 3. We intend to describe a method for using Lemma 2.1 in order to
some answers to our main problem of finding zeros of a convenient functionf :D ×
(−εf , εf )→ R

n. We will assume thatD is an open subset ofR
n andf is of the form (2.5)

with g given by (2.4) andr :D × (−εf , εf ) → R
n continuous. The first step for this is

find all zeros off0. Let a ∈ D be such thatf0(a) = 0. If there exists a neighborhoodV
of a such thatdB(f0,V ,0) 	= 0, then for|ε| sufficiently smallf (· , ε) has at least one zer
in V .

If the Brouwer degree off0 is zero in small neighborhoods ofa or it cannot be compute
(this includes the possibility thatf0 is identically 0), we proceed to studyf0 + εf1 in some
small neighborhood ofa and forε sufficiently small.
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First we assume that there existsa1ε a zero off0 + εf1 and a bounded open subsetV

such thata1ε ∈ V for eachε 	= 0 sufficiently small and

dB(f0 + εf1,V ,0) 	= 0. (2.7)

Thus, from Lemma 2.1,f (· , ε) has at least one zero inV . We notice that there is th
possibility to exist other zeros off0 + εf1 in the same neighborhood ofa, additionally
to a1ε.

In the case that (2.7) is not fulfilled, then we continue studying, analogously
functionf0 + εf1 + ε2f2, and so on.

Example 1. The previous remarks are illustrated here for the continuous functionf :R2 →
R, f (z, ε) = z2 − ε2 + ε3r(z, ε). Using the notations of Lemma 2.1, we havef0(z) = z2,
f1(z)= 0, f2(z)= −1.

In any neighborhood of 0, the degree off0 is 0 (we have proved this in Remark 2
Thus, we continue with the study of(f0 + εf1 + ε2f2)(z) = z2 − ε2. This function has
two zeros,−ε and ε. We fix someε0 > 0 and consider the open intervalsV = (0, ε0)

andU = (−ε0,0). Using Remark 1, we obtain thatdB(f0 + εf1 + ε2f2,V ,0) 	= 0 for
0< ε < ε0, and the same relation holds forU instead ofV . Then, by Lemma 2.1 and som
previous remarks, forε > 0 sufficiently small,f (· , ε) has at least two zeros, one inU and
another one inV .

Wheneverr isC∞, sincef0(z)= z2, by Malgrange Preparation Theorem [7], forε > 0
sufficiently small,f (· , ε) has at most two zeros. Hence, it has exactly two zeros.

Remark 4. Assume that the hypotheses of Lemma 2.1 are fulfilled fork = 0 and, in
addition, that

(i) for a ∈ D with f0(a)= 0, there exists a neighborhoodV of a such thatf0(z) 	= 0 for
all z ∈ V \ {a} anddB(f0,V ,0) 	= 0.

First we notice that, sincef0(z) 	= 0 for all z ∈ V \ {a}, by the excision property of th
degree (Theorem 2.2.1, p. 26 from [14]) and we deduce thatdB(f0,Vµ,0) 	= 0 for every
neighborhoodVµ ⊂ V of a. We chooseVµ such thatVµ → {a} asµ → 0. Then it is easy
to see that, forε sufficiently smallf (· , ε) has at least one zeroaε ∈ Vµ and that we can
chooseaε such thataε → a asε → 0. In this case we say thatat least one branch of zero
bifurcates froma. Moreover, if, in addition,Jf0(a) 	= 0, by the Implicit Function Theorem
this branch is unique.

3. Averaging via the Brouwer degree

The main theoretical results on averaging are stated and proved in this sectio
begin with the justification of the fact thatthe problem of findingT -periodic solutions for
some differential system is equivalent to that of finding zeros of some correspondin
dimensional function.
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x ′(t) = F(t, x, ε), (3.8)

whereF :R × D × (−εf , εf ) → R
n is a continuous function,T -periodic in the first

variable, locally Lipschitz in the second one andD is an open subset ofRn. For each
z ∈ D we denote byx(· , z, ε) : [0, tz) → R

n the solution of (3.8) withx(0, z, ε) = z. We
assume that

tz > T for all z ∈ D. (3.9)

We consider the functionf :D × (−εf , εf )→ R
n, given by

f (z, ε)=
T∫

0

F
(
t, x(t, z, ε), ε

)
dt . (3.10)

Every solution of (3.8)

x : [0, T ] → R
n with x(0)= x(T ) (3.11)

can be extended by periodicity toR and we have the relation

x(T , z, ε)− x(0, z, ε)= f (z, ε).

Then, every(zε, ε) such that

f (zε, ε) = 0 (3.12)

provides the periodic solutionx(· , zε, ε) of (3.8). The converse is also true, i.e. for eve
T -periodic solution of (3.8), if we denote byzε its value att = 0 then (3.12) holds.Hence,
the problem of finding aT -periodic solution of(3.8), can be replaced by the problem
finding zeros of the finite-dimensional functionf (· , ε) given by(3.10).

In order to apply Lemma 2.1 we need the Mac-Laurin formula. Wheneverf :D ×
(−εf , εf )→ R

n is continuous and of classCk in ε we write

f (z, ε)= g(z, ε)+ εk+1r(z, ε), (3.13)

with g given by

g(z, ε) = f (z,0)+ ε
∂f

∂ε
(z,0)+ · · · + εk

1

k!
∂kf

∂εk
(z,0). (3.14)

Except inε = 0, the functionr is well-defined and continuous. If one can prove thatr is
bounded on some set of the formK × [−ε0, ε0] with K a compact subset ofD, then we
have thatr is continuous onD × (−εf , εf ). The continuity ofr is needed in Lemma 2.
and, in this case, from now on, instead of writing formula (3.13) with the functior
given explicitly, we use the Landau’s symbol (see, for example [15] p. 11) and wri
K × [−ε0, ε0],

f (z, ε)= g(z, ε)+ εk+1O(1).

For example, if∂
kf
k is Lipschitz onK × [−ε0, ε0], thenr is bounded on this set.
∂ε
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The statement of Theorem 1.1 on first order averaging method is in Section 1. H
the proof.

Proof of Theorem 1.1. For all z ∈ V , there existsε0 > 0 such that, wheneverε ∈
[−ε0, ε0], x(· , z, ε) is defined on[0, T ], i.e. relation (3.9) is valid. Indeed, by the loc
existence and uniqueness theorem (see, for example, Theorem 1.2.2, p. 2 from
tz > hz andhz = inf(T , b

M(ε)
) whereM(ε) � |εF1(t, x) + ε2R(t, x, ε)| for all t ∈ [0, T ],

for eachx with |x − z| � b and for everyz ∈ V . When|ε| is sufficiently small,M(ε) can
be arbitrarily large, such thathz = T for all z ∈ V .

For all t ∈ [0, T ], z ∈ V andε ∈ [−ε0, ε0] the following relation holds

x(t, z, ε)= z+ ε

t∫
0

F1
(
s, x(s, z, ε)

)
ds + ε2

t∫
0

R
(
s, x(s, z, ε), ε

)
ds, (3.15)

and the functionf given by (3.10) becomes for our system

f (z, ε)= ε

T∫
0

F1
(
s, x(s, z, ε)

)
ds + ε2

T∫
0

R
(
s, x(s, z, ε), ε

)
ds.

We will prove now that

f (z, ε)= εf1(z)+ ε2O(1) onV × [−ε0, ε0], (3.16)

with f1 given by (1.2). Let us first notice that there existsK a compact subset ofD such
thatx(t, z, ε) ∈ K for all t ∈ [0, T ], z ∈ V andε ∈ [−ε0, ε0]. Then it is easy to see that

f (z, ε)− εf1(z)= ε

T∫
0

[
F1(s, x(s, z, ε))− F1(s, z)

]
ds + ε2O(1). (3.17)

Using thatF1 is Lipschitz with respect tox on [0, T ] × K and formula (3.15), we obtai
the following relations∣∣F1

(
s, x(s, z, ε)

) − F1(s, z)
∣∣ �LK

∣∣x(s, z, ε)− z
∣∣ = εO(1).

Thus, (3.16) holds. Using Remark 4, we obtain that the hypothesis (ii) assures the ex
of zε such thatf (zε, ε) = 0 andzε → a asε → 0. Thenϕ(· , ε) = x(· , zε, ε) is a periodic
solution of (1.1) andϕ(· , ε) → a asε → 0 (this is implied by the continuity property o
the solutions of (1.1) with respect to a parameter and the initial data).✷
Theorem 3.1 (Second order averaging method).We consider the following differentia
system

x ′(t) = εF1(t, x)+ ε2F2(t, x)+ ε3R(t, x, ε), (3.18)

whereF1,F2 :R × D → R
n, R :R × D × (−εf , εf ) → R

n are continuous functions
T -periodic in the first variable, andD is an open subset ofRn. We assume that
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(i) F1(t, ·) ∈ C1(D) for all t ∈ R, F1,F2,R andDxF1 are locally Lipschitz with respec
to x, andR is differentiable with respect toε.

We definef1, f2 :D → R
n as

f1(z)=
T∫

0

F1(s, z)ds,

f2(z)=
T∫

0

[
DzF1(s, z) ·

s∫
0

F1(t, z)dt + F2(s, z)

]
ds (3.19)

and assume moreover that

(ii) for V ⊂ D an open and bounded set and for eachε ∈ (−εf , εf ) \ {0}, there exists
aε ∈ V such thatf1(aε)+ εf2(aε)= 0 anddB(f1 + εf2,V ,0) 	= 0.

Then, for |ε| > 0 sufficiently small, there exists aT -periodic solution ϕ(· , ε) of
system(3.18).

Proof. The idea of the proof is the same as for the previous theorem. We will write
only the main relations, and we will omit some details. For all relations which follow
will consider that they hold fort ∈ [0, T ], z ∈ V , ε ∈ [−ε0, ε0]. Since the right-hand sid
of system (3.18) is differentiable with respect toε, then the solutionx(t, z, ε) has the same
quality. Hence, by an analogous with (3.15),

x(t, z, ε)= z+ ε

t∫
0

F1(s, z)ds + ε2O(1),

and

∂x

∂ε
(t, z, ε)=

t∫
0

F1(s, z)ds + εO(1).

Using also thatDxF1 is locally Lipschitz (then Lipschitz on[0, T ] × V × [−ε0, ε0]) we
obtain the following relations:

F1
(
t, x(t, z, ε)

) = F1(t, z)+ εDzF1(t, z) · ∂x
∂ε

(t, z,0)+ ε2O(1),

F2
(
t, x(t, z, ε)

) = F2(t, z)+ εO(1).

Using the notation (3.19), the functionf given by (3.10) can be written for our syste
f (z, ε)= εf1(z)+ε2f2(z)+ε3O(1) onV ×[−ε0, ε0]. The conclusion follows by applyin
Lemma 2.1. ✷
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Remark 5. Theorem 3.1 has weaker hypothesis than the analogous result Corollar
Llibre [12], or Theorem 2.2 [10] whereD is a bounded domain ofRn, instead of (i) is
assumed that

(j) F1,F2,R,DxF1,D
2
xF1,DxF2,DxR are defined, continuous and bounded in[0,∞)×

D × (−εf , εf ),

and instead of (ii) requires that

(jj) f1(z)= 0 for all z ∈ D and fora ∈D with f2(a)= 0 we haveJf2(a) 	= 0.

We will write the result of third order averaging forn= 1, although it holds for system
of arbitrary dimension, in order to avoid writing too much complicated formulas.

Theorem 3.2 (Third order averaging method in dimension 1).We consider the following
differential system

x ′(t) = εF1(t, x)+ ε2F2(t, x)+ ε3F3(t, x)+ ε4R(t, x, ε), (3.20)

whereF1,F2,F3 :R × D → R, R :R × D × (−εf , εf ) → R are continuous functions
T -periodic in the first variable,D is an open interval ofR. We assume that

(i) F1(t, ·) ∈ C2(D), F2(t, ·) ∈ C1(D) for all t ∈ R, F1,F2,F3,R,D
2
xF1,DxF2 are

locally Lipschitz with respect tox, andR is twice differentiable with respect toε.

We takef1, f2, f3 :D → R given by(3.19)and

f3(z)=
T∫

0

[
1

2

∂2F1

∂z2
(s, z)

(
y1(s, z)

)2 + 1

2

∂F1

∂z
(s, z)y2(s, z)

+ ∂F2

∂z
(s, z)y1(s, z)+ F3(s, z)

]
ds,

where

y1(s, z) =
s∫

0

F1(t, z)dt, y2(s, z) =
s∫

0

[
∂F1

∂z
(t, z)

t∫
0

F1(r, z)dr + F2(t, z)

]
dt .

Moreover, assume that

(ii) for V ⊂D an open and bounded interval and for eachε ∈ (−εf , εf ) \ {0} there exists
aε ∈ V such thatf1(aε)+ εf2(aε)+ ε2f3(aε)= 0 anddB(f1 + εf2 + ε2f3,V ,0) 	= 0.

Then, for |ε| > 0 sufficiently small, there exists aT -periodic solution ϕ(· , ε) of
system(3.20).
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Sketch of the proof. This time we have to expand the functionf given by (3.10) up to
order 3. For this we will need again relations (3.20) for the functionsF2 andF3 instead
of F1 and, respectively,F2. Also, forF1 we need the following relation:

F1
(
t, x(t, z, ε)

) = F1(t, z)+ ε
∂F1

∂z
(t, z) · ∂x

∂ε
(t, z,0)

+ ε2 1

2

[
∂2F1

∂z2 (t, z) ·
(
∂x

∂ε
(t, z,0)

)2

+ ∂F1

∂z
(t, z) · ∂

2x

∂ε2 (t, z,0)

]

+ ε3O(1).

We notice that

y1(s, z) = ∂x

∂ε
(s, z,0), y2(s, z) = ∂2x

∂ε2
(s, z,0).

Thus,f (z, ε)= εf1(z)+ ε2f2(z)+ ε3f3(z)+ ε4O(1) onV ×[−ε0, ε0] and the conclusion
follows by applying Lemma 2.1. ✷

4. Averaging method via the coincidence degree

The aim of this section is to give the idea of the proof of Theorem 1.2. For this we
some preliminaries from coincidence degree theory which can be found in more
in [2,3,9].

We consider the differential system

x ′(t) = εF1(t, x)+ ε2R(t, x, ε), (4.21)

whereF1 :R × D → R
n, R :R × D × (−εf , εf ) → R

n are continuous functions,T -
periodic in the first variable andD is an open subset ofRn. We definef1 :D → R

n as

f1(z)=
T∫

0

F1(s, z)ds. (4.22)

We make the notationCT = {x ∈ C[0, T ]: x(0) = x(T )} and notice that any solutio
of (4.21) which is inCT can be extended to aT -periodic solution. LetV be a bounded an
open set such thatV ⊂D. We consider also the set

Ω = {
x ∈CT : x(t) ∈ V for all t ∈ [0, T ]}

which is open and bounded in the spaceCT with respect to the sup-norm. We will als
need the following objects: the spaceC0 = {x ∈ C[0, T ]: x(0) = 0} with the sup-norm
the mappingL :CT → C0 defined byLx(t) = x(t) − x(0) and the nonlinear operato
N(· , ε) :Ω → C0 defined byN(x, ε)(t) = ∫ t

0[εF1(s, x) + ε2R(s, x, ε)]ds. The linear
continuous mappingL is a Fredholm operator of index 0, i.e. the image ImL is closed inC0
and dimKerL = codimImL = n <∞. The operatorN(· , ε) is completely continuous, i.e
is continuous andN(Ω,ε) is a relatively compact set.
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We notice that the problem of finding aT -periodic solution of (4.21) can be written no
as the abstract equation (called ofcoincidence type),

Lx =N(x, ε), x ∈ Ω.

WheneverLx 	=N(x) for everyx ∈ ∂Ω the coincidence degreed((L,N),Ω) is defined
in [9] (see also [3]) as the Leray–Schauder degree of some associated operato
now on we shall refer to the numberd((L,N),Ω) as being thecoincidence degree o
system(4.21). One of its main properties is that, if it is different than 0 then (4.21) h
least one solution inΩ , which is, in fact, aT -periodic solution.

Theorem IV.2 p. 31 of [9] is an abstract theorem on coincidence degree. A conseq
of this theorem for our problem is the following statement.

(S) For eachε sufficiently small, the coincidence degree for the system(4.21)in the setΩ
is equal to the Brouwer degreedB(f1,V ,0).

In the hypotheses of Theorem 1.2, for eachε sufficiently small, the coincidenc
degree of (4.21) inΩ is not zero, hence the system (4.21) has aT -periodic solution,
ϕ(· , ε) ∈ Ω . Like in the proof of Theorem 1.1, we notice that, instead ofV we can
consider a neighborhoodVµ ⊂ V of a such thatVµ → a asµ → 0. This implies that the
corresponding setΩµ is a neighborhood of the constant functiona (in the spaceCT with
respect to the sup-norm) such that the diameter ofΩµ is arbitrarily small whenµ → 0.
Hence, forε sufficiently small, the system (4.21) has aT -periodic solution,ϕ(· , ε) ∈ Ωµ.
We can choose solutions such thatϕ(· , ε)→ 0 asε → 0.

5. Averaging for planar autonomous systems. Relation with the displacement
function

We consider the planar system

ẋ = P(x, y),

ẏ =Q(x,y),
(5.23)

whereP,Q :R2 → R are continuous functions under the assumption

(A1) System (5.23) has a period annulus around the singular point(0,0),

Γh:
{
(x, y) ∈ R

2: H(x,y)= h, hc < h< hs
}
.

HereH is a first integral,hc is the critical level ofH corresponding to the center(0,0) and
hs denotes the value ofH for which the period annulus terminates at a separatrix polycy
Without loss of generality we can assume thaths > hc � 0. We denote byµ = µ(x, y) the
integrating factor of system (5.23) corresponding to the first integralH .

We consider perturbations of (5.23) of the form

ẋ = P(x, y)+ εp(x, y, ε),

ẏ =Q(x,y)+ εq(x, y, ε),
(5.24)

wherep,q :R2 × R → R are continuous functions.
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We will propose a way for applying the averaging method in order to study limit cy
of (5.24) for ε sufficiently small, which bifurcate atε = 0 from periodic trajectories o
the period annulus of (5.23). The first aim is to write system (5.24) in the standard
for applying the averaging method, i.e. of the form (1.1). The differential system in
standard form describes the dependence between the square root of energy,R = √

h and
the angleϕ of the polar coordinates. The vector field of this equation will be 2π -periodic
and its 2π -periodic solutions will be periodic trajectories of (5.24).

Theorem 5.1. Assume(A1) holds for system(5.23)and that

xQ(x, y)− yP(x, y) 	= 0 for all (x, y) in the period annulus. (5.25)

Letρ : (
√
hc,

√
hs )× [0,2π)→ [0,∞) be a continuous function such that

H
(
ρ(R,ϕ)cosϕ,ρ(R,ϕ)sinϕ

) =R2, (5.26)

for all R ∈ (
√
hc,

√
hs ) and all ϕ ∈ [0,2π). Then the differential equation whic

describes the dependence between the square root of energy,R = √
h and the angleϕ

for system(5.24)is

dR

dϕ
= ε

µ(x2 + y2)(Qp − Pq)

2R(Qx − Py)+ 2Rε(qx − py)
, (5.27)

wherex = ρ(R,ϕ)cosϕ andy = ρ(R,ϕ)sinϕ.
We takeεf > 0 sufficiently small andD = ⋃

hc∗<h<hs∗ Γh, wherehc < hc∗ < hs∗ < hs
are fixed but arbitrarily closed tohc andhs , respectively. The vector field of Eq.(5.26)is
well defined and continuous onD × (−εf , εf ) and is2π -periodic with respect toϕ.

Proof. We need the relations,

∂H

∂x
P + ∂H

∂y
Q= 0,

∂H

∂y
= −µP,

∂H

∂x
= µQ

which are valid on the period annulus sinceH is a first integral andµ is an integrating
factor of (5.23). We define the function

G(r,R,ϕ)=H(r cosϕ, r sinϕ)−R2,

at every point(r,φ) from the period annulus (which is an open set) and for eachR ∈
(
√
hc,

√
hs ). Here(r,φ) denote the polar coordinates. We have that

∂G

∂r
= ∂H

∂x
cosϕ + ∂H

∂y
sinϕ = µ(x, y)

r

(
Q(x,y)x − P(x, y)y

)
,

wherex = r cosϕ andy = r sinφ. For every(r0, ϕ0) in the period annulus there is aR0
such thatG(r0,R0, ϕ0) = 0. Assumption (5.25) assures that∂G

∂r
(r0,R0, ϕ0) 	= 0. By the

Implicit Function Theorem, around every such point(R0, ϕ0) there is a unique continuou
functionρ = ρ(R,ϕ) such that relation (5.26) holds. Hence this function is well defi
on the whole domain(

√
hc,

√
hs )× [0,2π) and satisfies (5.26).
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The dependence between the square root of energy and the time is given byR(t) =√
H(x(t), y(t)), and between the angleϕ and the time isϕ(t) = arctany(t)

x(t)
, whenever

(x(t), y(t)) ∈ Γh , t ∈ R. Then we get

Ṙ = ε
µ(Qp − Pq)

2R
, ϕ̇ = (Qx − yP)+ ε(qx − py)

x2 + y2 .

Eliminating the time we obtain equation (5.27). Condition (5.25) implies that the v
field of (5.27) is well defined inD× (−εf , εf ) for εf sufficiently small. Also, it is easy to
see that it is cotinuous and 2π -periodic inϕ. ✷

An important result is the following, which states that the application of the avera
method for planar systems in the conditions of this section is equivalent to the stu
the displacement function. In particular, the first order averaging method is equival
the study of first order Melnikov function. For more details in this direction we refe
[1,6,7,11,17].

The proof of this theorem is a direct consequence of Theorem 5.1 and the defini
the displacement and Melnikov functions.

Theorem 5.2. The functionf : (
√
hc∗,

√
hs∗ ) × (−εf , εf ) → R described by(3.10) for

Eq. (5.27)is given by

f (R, ε)= ε

2π∫
0

µ(x2 + y2)(Qp − Pq)

2R(Qx − Py)+ 2Rε(qx − py)
dϕ, (5.28)

and the functionf1 : (
√
hc∗,

√
hs∗ )→ R described by(1.2)for Eq. (5.26)is

f1(R) =
2π∫
0

µ(x2 + y2)(Qp − Pq)

2R(Qx − Py)
dϕ, (5.29)

whereµ = µ(x, y) is the integrating factor of system(5.23) corresponding to the firs
integralH , andx = ρ(R,ϕ)cosϕ andy = ρ(R,ϕ)sinϕ.

Moreover, the function(5.28)is a displacement function and(5.29)is the corresponding
first order Melnikov function of the system(5.24).

Example 1 (Bifurcation of limit cycles from an isochronous center via averagin).
Following the notations used in [6] or [5] the quadratic differential system

ẋ = −y + x2,

ẏ = x + xy,
(5.30)

with an isochronous center at the origin belongs to the classS2 and a first integral in the

period annulus has the expressionH(x,y)= x2+y2

(1+y)2
. For this system we note thathc = 0,

hs = 1, and that the functionρ which satisfies the hypotheses of Theorem 5.1 is give
ρ(R,ϕ)= R

1−R sinϕ for all 0<R < 1 andϕ ∈ [0,2π).
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We consider perturbations in the normal Bautin form

ẋ = −y + x2 + εp(x, y),

ẏ = x + xy + εq(x, y),
(5.31)

wherep(x, y) = a1x − a3x
2 + (2a2 + a5)xy + a6y

2 andq(x, y)= a1y + a2x
2 + a4xy −

a2y
2. The corresponding 1-dimensional Eq. (5.27) is

dR

dϕ
= ε

a1R + a(ϕ)R2 + b(ϕ)R3

1−R sinϕ + εc(ϕ)R
, (5.32)

where

a(ϕ)= (−2a1 + 3a2 + a5)sinϕ + (a4 + a6)cosϕ

+ (−4a2 − a5)sin3ϕ + (−a3 − a4 − a6)cos3ϕ,

b(ϕ)= a1 + a2 + (−a1 − 2a2)cos2ϕ − a4 cosϕ sinϕ,

c(ϕ)= (a3 + a4)sinϕ + (−3a2 − a5)cosϕ + (−a3 − a4 − a6)sin3ϕ

+ (4a2 + a5)cos3ϕ.

We denote

F1(ϕ,R) = a1R + a(ϕ)R2 + b(ϕ)R3

1−R sinϕ
,

G(ϕ,R, ε) = − [a1R + a(ϕ)R2 + b(ϕ)R3]c(ϕ)R
(1−R sinϕ)(1−R sinϕ + εc(ϕ)R)

,

such that (5.32) becomes

dR

dϕ
= εF1(ϕ, ε)+ ε2G(ϕ,R, ε),

which is of the form (1.1), i.e. the standard form for first order averaging. In order to a
Theorem 1.1, we need function (1.2) which is for our problemf1 : (0,1)→ R,

f1(z)=
2π∫
0

a1z+ a(ϕ)z2 + b(ϕ)z3

1− zsinϕ
dϕ.

We compute this integral usingMapleand obtain

f1(z)= − 1

2(z
√

1− z2)

[
2a2z

4 + (6a2 + a5 − 2a1)z
2
√

1− z2 − (10a2 + 2a5)z
2

− (2a5 + 8a2)
√

1− z2 + 8a2 + 2a5
]
.

When we take the new variableξ ∈ (0,1) defined byz = √
1− ξ2, we get

f1
(√

1− ξ2
)

= 1

2(
√

1− ξ2)
(1− ξ)

(
2a2ξ

2 + (2a1 − 4a2 − a5)ξ + 2a1 + 2a2 + a5
)
.
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We notice thatz ∈ (0,1) is a zero off1 if and only if ξ ∈ (0,1) is a zero of
the polynomial functiong(ξ) = 2a2ξ

2 + c1ξ + c2, where c1 = 2a1 − 4a2 − a5 and
c2 = 2a1 + 2a2 + a5. It is easy to see that, in our discussion about the zeros ofg we can
consider its coefficients as arbitrary real numbers. So, we can conclude that the num
zeros ofg in the interval(0,1) is at most 2. This means that the number of zeros off1 is at
most 2. Hence at most two limit cycles bifurcates from the period annulus of system (
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