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Abstract. We define and study numerical ranges for pairs of nonlinear ope-
rators F' and J which act between some Banach space X and its dual X*,
with respect to some increasing gauge function ¢. Connections with spectra
for certain classes of nonlinear operators introduced recently in the literature
are also established. As a sample example, we consider the case when F' is
the duality map of the Lebesgue space L,(Q2), J is the duality map of the
corresponding Sobolev space Wy *(Q), and ¢(t) = t*~' (1 < p < oo). This
leads to existence, uniqueness, and perturbation results for a homogeneous
eigenvalue problem involving the p-Laplace operator.

Mathematics Subject Classification (2000). Primary 47A12, 47H05; Secondary
46B10, 46E30, 46E35, 35J65.

Keywords. Nonlinear operator, monotone operator, coercive operator, nume-
rical range, nonlinear spectrum, gauge function, duality map, p-Laplace ope-
rator, eigenvalue problem.

1. Introduction

Let © be a bounded domain in RN, N > 2, with Lipschitz continuous boundary,

and 1 < p < oco. It is well known that the p-Laplace operator on the domain €2
defined by

Ayu = div (|VulP2Vu) (1.1)

acts from the Sobolev space X = W&’p(Q) to its dual, X* = W~1¢(Q), where

p’ = p/(p—1). The nonlinear eigenvalue problem with Dirichlet boundary condition

{ —Apu(z) = Nu(z)[P~?u(z) in Q,

u(z) =0 on 0N (1:2)
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for this operator arises in many fields of applied mathematics and mechanics, see
e.g. [17]. Of course, in case p = 2 this problem just reduces to the linear eigenvalue
problem for the Laplace operator —A which has been studied over and over in the
last 150 years.

If we denote by J the differential operator defined by —A,, in the weak form, i.e.,
(Ju,v) = / |Vu(z)|P~2Vu(z)Vo(z) da (u € Wy P()), (1.3)
Q

and by F' the Nemytskij operator generated by the nonlinearity on the right hand
side of (1.2), also in weak form, i.e.,

(Pu,v) = /Q (@) P 2u(z)o(@) de (ue WEP(Q), (1.4)

we obtain two operators acting from X to its dual X*. Here the norm we consider

on X is
1/p
Jull = ( / |Vu<x>?dx)

which is, by the classical Poincaré inequality, equivalent to the usual norm on X
involving the L,-norm of u as well.

In this way, the eigenvalue problem (1.2) may be rewritten, for A # 0 and g = 1/,
equivalently as operator equation

Fu=pJu (1.5)

which is a nonlinear eigenvalue problem for the operator pair (F,J). A survey of
methods and results for such problems may be found in Chapter 10 of the recent
monograph [2].

Now, since spectra are intimately related to numerical ranges, it seems reasonable
to connect the study of equation (1.5) to some numerical range for operator pairs
(F,J) acting from a Banach space X to its dual X*, like those given in (1.3) and
(1.4). This is the purpose of the present paper which is organized as follows. In
the first section we study two numerical ranges for pairs of operators (F,.J) in
the spirit of the numerical range introduced by Véra Buryskova [3] in connection
with adjoints of nonlinear maps. Some properties of these numerical ranges are
discussed, with a particular emphasis on the case of monotone and coercive oper-
ators. Afterwards we consider some connections with certain spectra for nonlinear
operators F' introduced in the last years by various authors, mainly for the special
choice Ju = u. An important example is considered in the next section, namely
the case where J is the duality map of some Banach space X, and F' is the duality
map of some larger Banach space Y. In case X = W, P(Q) and Y = L,(Q) one
essentially gets the maps (1.3) and (1.4). Finally, we briefly sketch some examples,
applications, and extensions.
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2. Numerical ranges for pairs of operators

Throughout this section, X is a reflexive Banach space over the field K € {R, C},
and X* denotes its dual. Let first K=R, and let J: X — X*and F:Y — Y~
be two hemicontinuous operators such that F(0) = J(0) = 0 and J is strictly
monotone, i.e.,

(Ju— Jv,u—v) >0 (u,v € X, u #v), (2.1)

where (-, -) denotes the usual pairing between X* and X. We recall that an operator
A: X — X* is called hemicontinuous if

}iH(l) (A(u + tv),w) = (Au, w) (u,v,w € X).

The point spectrum o (F, J) is defined as set of all scalars p € K such that equation
(1.5) has a nontrivial solution u € X. Of course, in case of linear F' and J = I (the
identity operator), this definition reduces to the familiar notion of point spectrum
for F.

Under the above hypotheses, we define a numerical range for to the pair (F, J) by
(Fu— Fv,u—v)
(Ju — Jv,u —v)

In the special case when X is a Hilbert space, Y = X, J = I, and F' being Lipschitz
continuous, the numerical range (2.2) reduces to the numerical range in the sense
of Zarantonello [23,24] defined by

Wy (F) = {(Fqu,uv>

|lu— |2
It is well-known that the numerical range of a nonlinear operator may have a
complicated structure if the underlying Banach space X is complex. Thus, it may
be not convex, in contrast to the linear case, but it is still connected if X is a Hilbert
space. In Banach spaces, however, the numerical range may even be disconnected;
for some examples and counterexamples we refer to Chapter 11 of [2] and the
references there.

W(F,J):{ L u,v € X, <Ju—Jv,u—v>7éo}. (2.2)

:u,vGX,u#v}.

However, in connection with monotone operators we always restrict ourselves to
real Banach spaces, and in this case the set (2.2) has a simple structure: it is just
a real interval. To see this, fix ug, u1 € W(F, J) and choose ug, vg, u1,v; € X such
that ug # vg, u1 # v1, and

(Fug — Fug,ug — vo) (Fuy — Foy,uq — 1)

Ho = ) H1 =

<JUO — JUQ,’LLO — U0>
When dim X > 2, there exist continuous functions ¢, : [0,1] — X with ¢(0) =
ug, Y(0) = vo, #(1) = ug, (1) = vy, and @(t) # ¥(t) for all ¢ € [0,1]. Then the
function f : [0,1] — W (F,J) defined by

£t) = (Fo(t) = Fp(t), p(t) — (1))
- (Jo(t) = J(t), o(t) —

<JU1 — Jui,up *111> '
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satisfies f(0) = po and f(1) = p1. Moreover, f is continuous, since F' and J are
hemicontinuous. Consequently, its range contains the whole interval [ug, 1] as
claimed.

The following lemma shows that the operator uJ — F occurring in (1.5) has some
nice “regularity property” if the scalar y is “bounded away” from the numerical
range (2.2).

Lemma 2.1. Let € R\ W(F,J) and d, := dist (u, W(F,J)). Then the relation
(Au — Av,u —v) > d,(Ju — Jv,u — v) (2.3)

holds for all u,v € X with u # v, where either A=uJ — F or A=F — uJ.

Proof. For u,v € X with u # v we have

(Fu—Fv,u—wv)|  [{((pJ = F)u— (pJ — F)v,u —v)]

(Ju — Jv,u — v) [(Ju — Jv,u — v)] '

Multiplying by (Ju — Jv,u — v) gives the result. O

0<d, < |p—

Observe that in the proof of Lemma 2.1 we used the fact that W(F,.J) is an
interval.

The numerical range (2.2) has some natural additivity and homogeneity properties
which may be proved in exactly the same way as for Zarantonello’s numerical range.
For instance, it is rather straightforward to prove that

W(F +G,J) CW(F,J)+W(G,J), WF,J)=\W(F,J),

W(F,,J)=W(F,J) (F.(z) :== F(z) + 2),
and
W(AT —F,J)={\} —W(F,J).
As simple examples show, the set W (F, J) is in general neither bounded nor closed.
However, for special classes of operators one can say more. Recall that an operator
A: X — X*is coercive if
(Au, u)
im ~———— = 00.
llull—oo [[ul]
In view of the nonlinear eigenvalue problem, the following generalization of this
notion is useful. Suppose that ¢ : [0,00) — [0,00) is a strictly increasing function
such that ¢(0) = 0 and ¢(t) — oo as ¢ — oo. Such a function will be called a
gauge function in what follows; typical examples are p(t) = tP~! for 1 < p < oo,
o(t) = et — 1, or ¢(t) = log(1 + t). We say that an operator A : X — X* is
p-coercive if
(A%
llull=o0 @([[ul])
and @-monotone if there is some C; > 0 such that

(Au— Av,u —v) > Cro(|lu —v|)|juw—v]| (u,v € X). (2.5)

= 00, (2.4)
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Moreover, we say that an operator A : X — X* satisfies a @-Hdélder condition if
there is some C5 > 0 such that

[Au — Avl| < Cop(|lu —ol])  (u,v € X). (2.6)

For example (see, e.g., [25, § 26.5]), the operator (1.3) satisfies for p > 2 in the
space X = W, () the estimate

(Ju—Jv,u—v) > Cllu—v|]P (u,veX) (2.7)

which means that J is ¢-monotone for ¢(t) := tP~1. Putting v = 0 in (2.7) yields
(Ju,u)

WZCHUH—’OO (][ = o0) (2.8)

which shows that J is, again for ¢(t) = t?~1, also ¢-coercive. Clearly, any -
monotone operator is also strictly monotone in the sense of (2.1), and hence
injective. In particular, the operator (1.3) is invertible on its range, and (2.7)
immediately implies that its inverse satisfies the global Hélder condition

_ _ 1 _
I 1f—J 19|| < m\lf—gll”(p 2 (2.9)

in case p > 2. For 1 < p < 2, however, the situation is more complicated. In fact,
it was shown in [5] that in this case (2.9) has to be replaced by

_ _ 22p —p)(p—
1774 =T gl < == (IFIT+ gD P71 = gll, (2.10)
i.e., a local Lipschitz condition for J—1.
From standard estimates of scalar functions it follows that the operator (1.4)
satisfies, again for ¢(t) = t?~1, a p-Hélder condition of type

e(|lu =) if 1<p<2,
[|Fu— Ful|| < (2.11)
27 2p(|lu —v||) if 2<p<oo.
The importance of the conditions (2.7), (2.8) and (2.11) is illustrated by the fol-
lowing

Proposition 2.2. Suppose that J is p-monotone, and F satisfies a p-Holder con-
dition. Then the numerical range (2.2) is bounded.

Proof. The proof is rather trivial: Given p € W (F, J), choose u,v € X such that
(Fu— Fo,u—v)
(Ju — Jv,u—v)

Then
[lu —ofl [[Fu = Fol| _ Co p(|lu = v|llu vl _ C2

Cro(llu—vllu =[] = Cre(lu—vl])llu—vl| — C1’

where C and C are the corresponding constants from (2.5) and (2.6), respectively.
O

lul <
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Proposition 2.3. Let p € R\ W(F,J) and d,, := dist (u, W(F, J)). Then the fol-
lowing holds true.

(a) If J is w-monotone then pJ — F is also p-monotone.
(b) If J is @-coercive then puJ — F is also @-coercive.
(¢) If J is both p-monotone and p-coercive, then uJ —F is a homeomorphism
between X and X*.
Proof. If J is ¢-monotone, it follows from (2.3) and (2.5) that
((nJ = Fyu = (pJ = F)v) = d,Croo([[u = v[)|ju — ol (u,v € X)
which proves (a). Similarly, putting v = 0 in (2.3) yields

(o] — Fuu) . (Juu)
Sl) = ol

which proves (b). Finally, under the hypotheses of (c¢) the operator puJ — F' is
hemicontinuous, strictly monotone, and y-coercive, and the assertion follows from
Minty’s fundamental theorem [20] on monotone operators. g

—oo  ([Jul] = o)

Apart from (2.2), we consider now the numerical range
(Fu,u)
(Ju,u)

By our assumption F'(0) = J(0) = 0, this is a subset of the numerical range (2.2).
In the special case when X is a Hilbert space, Y = X, J = I, and F' is continuous,
the numerical range (2.12) reduces to the numerical range in the sense of Feng [11].
Moreover, Véra Buryskova [3] considered the numerical range (2.12) for continuous
positively homogeneous operators (of the same degree) F' and J, which is of course
motivated by the eigenvalue problem (1.2).

WO(F,J)—{ ue X, (Ju,u}yé()}. (2.12)

3. Connections with nonlinear spectra

The following proposition gives a connection between the numerical range (2.12)
and the point spectrum of (F,J) introduced above.

Proposition 3.1. The inclusions

holds. Moreover, if J is @-coercive, F is compact, both J and F are odd, and

uwe R\ (Wy(F,J)U{0}), then the operator uJ — F is surjective.

Proof. The inclusions (3.1) are obvious, while the second assertion is a direct
consequence of Theorem 1 from [7]. O
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We point out that the operators (1.3) and (1.4) satisfy all hypotheses of Proposition
3.1 in the reflexive Sobolev space X = WO1 P(Q). In fact, they are obviously odd,
and J is p-coercive for ¢(t) = tP~1, as observed before. By Krasnosel’skij’s theorem
[16], the Nemytskij operator (1.4) is continuous and bounded from L, () into
L, (Q), and so it is compact from W, *(2) into W~ (Q), by classical Sobolev
imbedding theorems.

The numerical range is related to another nonlinear spectrum which was intro-
duced by Weber [22] in connection with surjectivity results of Fredholm type. Fol-
lowing [22], we denote by o, (F, J) the set of all scalars p for which [uJ — F], = 0,
where

[A], := liminf [|Au] .
llull =00 (]]ul])

Observe that any ¢-coercive operator satisfies [J],, > 0 if ¥(t) := ¢(t)/t is a gauge
function, but not vice versa. In case ¢(t) =t (and J = I), the spectrum o, (F, J)
reduces to the spectrum X (F) introduced by Furi and Vignoli in [12], i.e

N(F)={\€K: liminf 17 = Al 0}. (3:2)

llull—oo  [[ull
The spectrum o, (F, J) shares some natural properties with the familiar spectrum
of bounded linear operators; for example, it is always closed, and even compact in
case [J], > 0. An important special case is of course J = I, where this condition
is fulfilled for ¢(t) = ¢; so the Furi-Vignoli spectrum (3.2) is always compact.

We remark that neither the spectrum o, (F, J) nor the point spectrum o (F,J)
is included in the other, even in case J = I and ¢(t) = t. For example, in the
scalar example X = R and Fu = /|u| we have o (F,I) = R\ {0}, but 0, (F,I) =
%(F) = {0}.

Proposition 3.2. Assume that [J], > 0, and suppose that 1 (t) := p(t)/t is a gauge
function. Then the inclusion

U@[,(_F7 J) Q Wo(F, J)
holds true.
Proof. Suppose that d,, := dist (u, Wo(F, J)) > 0. Choose n € (0,[J],) and p > 0
such that ||u|| > p implies (Ju,u) > np(]|u|]). Then
(Fuu)| (] = Fyuu)] _ |[ed = Fyul |l _ (1] = Fyu]
(Ju,u) |(Ju, )] = mee([[ul]) n(llull)

[|(p] = Ful|

Fu
Sl Zdun (|[ull = p)-

|
This shows that [uJ — Fly > d,n > 0, hence p & oy (F,J), which proves the
assertion. O

0<du<’u—

hence
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There are some other more sophisticated spectra for nonlinear operators which may
be connected to the numerical ranges (2.5) or (2.12). For example, Zarantonello’s
numerical range for Lipschitz continuous operators mentioned above is intimately
related to a spectrum introduced by Maddox and Wickstead [19] in 1978. We
consider here another class of operators which is defined by means of compactness
properties and has been considered first by Tarafdar and Thompson [21].

Let A be an operator between two Banach spaces X and Y such that Au # 0
on the sphere S.(X) = {u € X : ||u]| = r}. We say that A is k-epi on the ball
B, (X)={ue X :||lu|]| <r} (k>0)if, given any continuous operator C : X — Y
which has measure of noncompactness < k (see, e.g. [1]) and vanishes on the sphere
Sy(X), we can find a solution of the coincidence equation Au = Cu in the interior
of the ball B,.(X). Obviously, if A is k-epi on some ball, then A is also k’-epi on
the same ball for k' < k; so it seems reasonable to introduce the characteristic

v(A) = ir>1% sup{k > 0: Ais k-epi on B,(X)}.

In finite dimensional spaces X, one can have only the alternative v(A) = 0 or
v(A) = oo, as a consequence of Brouwer’s fixed point theorem, and this is of
course not interesting. In infinite dimensional spaces, however, it is important to
distinguish the cases v(A) = 0 and v(A) > 0 which describe, loosely speaking,
a certain measure of solvability of the coincidence equation Au = C'u. For exam-
ple, from Darbo’s well-known fixed point theorem [6] it follows that the identity
operator [ satisfies v(I) = 1 in infinite dimensions. Therefore, the set

oy (F,J)={peXK: v(uJ — F) =0}
plays an important role in nonlinear spectral theory (see Chapter 8 of [2]).
Proposition 3.3. Assume that v(J) > 0. Then the inclusion
o, (F,J) C coWy(F,J)
holds true.

Proof. The assumption v(J) > 0 means that the operator uJ is k-epi, for k > 0
small enough, on any ball B, (X). Fix u € R\ coWy(F,J) and consider the set

S:={ue X :pJu=1tFu for some ¢t € [0,1]}.

Clearly, 0 € S; we claim that S = {0}. In fact, suppose that u € S, u # 0. Then
we find ¢ € (0, 1] such that tFu = pJu, hence

(Fu,u)
(Ju, u)
contradicting our choice of p. From the homotopy invariance of k-epi operators [21]
it follows that H (u,t) := pJu—tFu is an admissible homotopy joining H(-,0) = uJ
and H(-,1) = pJ — F, and so v(puJ — F) > 0. But this means exactly that
wé o, (F,J) as claimed. O

w=t € coWy(F, J),



Vol. 99 (9999) Numerical ranges for pairs of operators 9

4. A special case: duality maps
Recall that the duality map D : X — X* of a Banach space is defined by
D(u) = {lu € X"t (u,lu) = [Jull?, ||€u]] = [Jul]}. (4.1)

More generally, given a gauge function ¢ as in the preceding section, one may
define a duality map with gauge function D, : X — X* by

Dy(u) ={€7 € X : (u, £8) = o([[ulDllull, [1€Z]| = @([[ul])}- (4.2)

Obviously, (4.1) is a special case of (4.2) for p(t) = t. As far as we know, the
generalized duality map (4.2) was considered first by J. L. Lions [18] and has
useful applications in the theory of partial differential equations.

In general, the duality maps (4.1) and (4.2) may be multivalued; in special spaces,
however, they are singlevalued. For example, the map (4.1) is singlevalued if and
only if the underlying space X is smooth (i.e., its norm is Gateaux differentiable

on X \ {0}).

In this section we make the following general hypotheses. We suppose that X and
Y are smooth reflexive Banach spaces, so their duality maps (4.2) are singlevalued.
Moreover, we assume that X is strictly convex and compactly imbedded in Y with
imbedding constant Cx y, i.e.,

Jully < Cx yllul|x. (4.3)

To emphasize the difference between the norms of an element u in these spaces, we
will use norm indices in the sequel. In order to apply the results of the preceding
section, we let J be the duality map with gauge function ¢ on X, i.e.,

Ju= {08 € X (u, 7) = p(l[ullx)llullx, I6£]1x- = ¢([[ullx)},

and F' be the duality map with the same gauge function ¢ on the larger space Y,
ie.,

Fu={€7 e Y™ : (u,£8) = e(l[ully)llully, 1611y~ = @([[ully)}-

Then F : Y — Y™ is monotone and, since X is strictly convex, J : X — X* is even
strictly monotone [9,15]. The fact that X and Y are reflexive and their duality maps
are singlevalued ensures that both J and F' are hemicontinuous [9, Proposition 3].
From its definition and the properties of ¢ we see that J is coercive, and both
J and F' are clearly odd operators. Consequently, the results of the preceding
section work in this case. In particular, the operator uJ — F : X — X* is onto for

w & Wo(F,J), and even a homeomorphism for u & W(F,J).

So the problem arises to describe the numerical ranges (2.5) and (2.12) more
explicitly in case of duality maps J and F. It is clear that W (F,J) C [0, 00).
Moreover,

_ {ellallully
W) = { E - uzof (4.4)
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in this case, hence Wy (F,J) C [0,Cx y], where

. Cx yt
Gy = Cxy sup #(Cx.yt)

o0 (45)

with Cx y from (4.3).

The most important example seems to be X = W, ?(Q), hence X* = W~1¢'(Q),
and Y = L,(f2), hence Y* = L, (Q) (1 <p < oo, p' =p/(p—1)). Put o(t) := tP~1.
In this case, the duality map J of X with gauge function ¢ is precisely (1.3), and
the duality map of Y with the same gauge function is precisely (1.4). Moreover, it
is well-known that the lowest eigenvalue A1 of the problem (1.2) for the p-Laplace
operator (1.1) is positive, isolated, and simple (in the sense that all eigenfunctions
u corresponding to A; are scalar multiples of a fixed normalized eigenfunction u,),
and may be “calculated” as variational Rayleigh quotient

/ [Vu(z)|P dx
/\1 == inf 0

ueX\{0} /‘u(x)lpdx
Q

precisely as in the linear case p = 2. Equivalently, the positive number may be
considered as best constant Cx y in the Poincaré inequality (4.3). So (4.5) yields
here

)\}/p

(p—=1)/p p—1
in this case, hence Wy(F,J) C [0,A1]. In fact, it was shown in [8] that even
Wo(F,J) = [0, \1], so Wy(F, J) is compact in this case. From our discussion above
it follows that the operator J—AF : WP (Q) — WP (Q) is surjective for A > Ay,

and even bijective for A < 0.

Cxﬁy =

An explicit description of the larger numerical range (2.5) is more complicated. In
the special case N = 1 and p # 2, it follows from a theorem of Drabek and Takéc

[10] that J—AF is not injective whenever A > 0, and so (0, 00) C W (F, J). Together
with the obvious inclusion W (F, J) C [0,00) this implies that W (F,J) = [0, c0)
in this case, so W(F,J) need not be compact. In particular, the operators (1.3)
and (1.4), together with the gauge function o(t) = =1, may serve as an example
for strict inequality in the second inclusion in (3.1). We summarize our discussion

with the following

Theorem 4.1. Let X = WyP(Q), hence X* = W12 (Q), and Y = L,(2), hence
Y*=Ly() (1<p<oo,p =p/(p—1)). Denote by Cx y the best constant in the
Poincaré inequality (4.3). Put p(t) = tP~1, and let J and F be defined by (1.3)
and (1.4), respectively. Then the following is true.

(a) The operator J : X — X* is a p-coercive and p-monotone homeomor-
phism, and its inverse satisfies the Holder condition

1T = T gl S OV f = gl @D (f,g e Wha(Q)).



Vol. 99 (9999) Numerical ranges for pairs of operators 11

(b) The operator F: Y — Y* satisfies the @-Hélder condition (2.11).

(¢) The operator J — A\F : X — X* is bijective for X\ < 0 and surjective for
A>C%

(d) The numerical range (2.12) is contained in the interval [0,C% y].

(e) For p > C%y one has both p & or(F,J) and p & oy(F,J), where
W(t) =tP~2 for p > 2.

5. Concluding remarks

We briefly sketch how to apply our abstract results to nonlinear problems. Con-
sider, for instance, the inhomogeneous nonlinear elliptic problem

—Apu(z) = Au(@)P?u(@) + g(z, u(@)) + h(z) in Q,
u(z) =0 on 052

for h € W=14(Q), h(x) # 0, which may be considered as a perturbation of (1.2).
We assume that the derivative of the nonlinearity g in (5.1) satisfies the growth
condition

(5.1)

‘gz(x,u) < alul? + fBlulP" 2 (x € QueR),

where p* = Np/(N —p) denotes the critical Sobolev exponent. A typical example is
the nonlinearity g(u) = a|u|%u+f|ulP” ~2u which has been studied, e.g., in [4]. Since
p* is the critical Sobolev exponent and the imbedding VVO1 P(Q) — Lp(Q) is only
continuous, not compact, the lower semicontinuity properties of the corresponding
functional is in question, if one tries to look at the problem (5.1) from the viewpoint
of variational methods.

However, topological methods still work. For instance, building on the local Lips-
chitz condition (2.10) the author of [5] studied problem (5.1) for A = 0 and proved
existence of solutions (for sufficiently small a and ) by means of Banach’s con-
traction mapping principle. On the other hand, using the spectrum o, (F, J) from
Proposition 3.3, together with the numerical range (2.12), one may deal with this
problem by imposing topological conditions, rather than metric conditions. Details
will be given in a subsequent paper.

We close with some remarks on possible extensions. Our main example has been
the Lebesgue and Sobolev spaces treated in Theorem 4.1. Of course, one may
formulate a parallel result in the reflexive sequence space X =1, for 1 < p < oc.
Here the usual (singlevalued) duality map (4.1) in X is given by D(u) = {¢,} with

(v, €y) =T Hp 22|un| 2upvn (0= (Un)n € Ly/p1))- (5.2)

Consequently, choosing again ¢(t) := tP~!, we obtain D(u) = {¢£} with ¢£(v)
given by the series in (5.2).
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The special choice ¢(t) = tP~! for the gauge function in the above theorem is
of course suggested by the special homogeneity behaviour of both sides in the
eigenvalue problem (1.2). However, more complicated choices of ¢ are also possible.
For example, given an arbitrary gauge function ¢, as in [14] one may consider the
so-called ¢-Laplace operator defined by

Au = div (¢(|Vu|)|§zl> .
Clearly, for (t) = tP~! one gets the p-Laplace operator (1.1). However, if one is in-
terested in eigenvalue problems involving nonlinearities with non-polynomial (e.g.,
exponential) growth, it is a useful device to replace Sobolev spaces by Sobolev-
Orlicz spaces, see e.g. [13]. To this end, a typical choice for a rapidly increasing
gauge function would be, for example, ¢(t) = e* — 1.
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