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#### Abstract

In this paper, applying the method of integral guiding functions, we consider a multiparameter global bifurcation problem for periodic solutions of first order operator-differential inclusions whose multivalued parts are not necessarily convex-valued. It is shown how the abstract result can be applied to study the global structure of periodic solutions of a feedback control system with a two-dimensional parameter. Key Words and Phrases: Global bifurcation, guiding function, operator-differential inclusion, periodic solution, fixed point.
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## 1. Introduction

The multiparameter global bifurcation problem for inclusions was first studied by Alexander and Fitzpatrick [1]. In that paper, by using the homotopy group theory the authors considered the global bifurcation at $(0,0)$ for solutions of a family of inclusions of the form

$$
x \in F(x, \lambda),
$$

where $F: \mathcal{O} \subset X \times \mathbb{R}^{k} \multimap X$ is a condensing upper semicontinuous multivalued mapping with convex and compact values, while $X$ is a Banach space. Górniewicz and Kryszewski $[15,16]$ considered the case when $F$ is a multivalued mapping with acyclic values in finite-dimensional spaces. Recently, Gabor and Kryszewski [10, 11]
studied the multiparameter global bifurcation problem for linear Fredholm inclusions of the form

$$
L x \in F(x, \lambda),
$$

where $L: X \rightarrow Y$ is a linear Fredholm operator of nonnegative index and $F: \mathcal{O} \subset$ $X \times \mathbb{R}^{k} \multimap Y$ is a $c$-admissible multivalued mapping with compact values, while $X, Y$ are Banach spaces. A cohomological index of Fuller type for periodic orbits of differential inclusions in finite-dimensional spaces was constructed in [22] and applied to investigate a multiparameter bifurcation of periodic orbits from an equilibrium point.

One frequently occurred in the study of global bifurcation is the problem of evaluation of that called global bifurcation index (see, e.g. [10, 21, 24]). In [21] Kryszewski used the method of guiding functions to evaluate the global bifurcation index and to describe the global structure of branches of periodic orbits for families of differential inclusions of the form

$$
\left\{\begin{array}{l}
u^{\prime}(t) \in g(t, u(t), \lambda) \\
u(0)=u(T)
\end{array}\right.
$$

where $g:[0, T] \times \mathbb{R}^{n} \times \mathbb{R}^{k} \multimap \mathbb{R}^{n}$ is a upper-Carathéodory multivalued mapping with compact and convex values. Another construction for the evaluation of the global bifurcation index (for one-parameter case) via guiding functions and integral guiding functions was suggested by Loi and Obukhovskii (see [24]).

In the present paper, after necessary preliminaries, by using the method of integral guiding functions we consider in Section 3 the global bifurcation problem at $(0,0)$ for a class of operator-differential inclusions with $C J$-multivalued perturbations (see the definition of $C J$-multivalued mappings in Section 2). In Section 4 we demonstrate how the abstract result can be applied to the study of bifurcations of branches of periodic trajectories of a feedback control system.

## 2. Preliminaries

2.1. Notation. Throughout this paper by the symbol $\mathcal{C}$ we denote the space $C\left([0, T] ; \mathbb{R}^{n}\right)$ of continuous functions and by $\mathcal{L}^{p}(p \geq 1)$ the space $L^{p}\left([0, T] ; \mathbb{R}^{n}\right)$ of $p$-th integrable functions with usual norms:

$$
\|x\|_{\mathcal{C}}=\max _{t \in[0, T]}|x(t)| \text { and }\|f\|_{p}=\left(\int_{0}^{T}|f(s)|^{p} d s\right)^{\frac{1}{p}}, n \geq 1
$$

An open ball of radius $r$ centered at 0 in $\mathcal{C}\left[\mathbb{R}^{n}\right]$ is denoted by $B_{\mathcal{C}}(0, r)$ [respectively, $B^{n}(0, r)$ ]. The unit open ball [unit sphere] in $\mathbb{R}^{n}$ are denoted by $B^{n}$ [resp., $S^{n-1}$ ].
Consider the space of all absolutely continuous functions $x:[0, T] \rightarrow \mathbb{R}^{n}$ whose derivatives belong to $\mathcal{L}^{p}$. It is known (see, e.g. [2]) that this space can be identified with the Sobolev space $W^{1, p}\left([0, T] ; \mathbb{R}^{n}\right)$ endowed with the norm

$$
\|x\|_{\mathcal{W}}=\left(\|x\|_{p}^{p}+\left\|x^{\prime}\right\|_{p}^{p}\right)^{\frac{1}{p}}
$$

We will denote this space by $\mathcal{W}^{1, p}$. Notice that (see, e.g. [6]), for the case $p=2$, the embedding $\mathcal{W}^{1,2} \hookrightarrow \mathcal{C}$ is compact. By the symbol $\mathcal{W}_{T}^{1, p}$ we will denote the subspace
of all functions $x \in \mathcal{W}^{1, p}$ such that $x(0)=x(T)$.
2.2. Multimaps. Let $X, Y$ be metric spaces. Denote by $P(Y)[K(Y)]$ the collections of all nonempty [respectively, nonempty compact] subsets of $Y$. For the case when $Y$ is a normed space, $K v(Y)$ denotes the set of all nonempty compact and convex subsets of $Y$.

Definition 1. (see, e.g. $[3,4,14,20]) . A$ multivalued mapping (multimap) $\Sigma: X \rightarrow P(Y)$ is said to be: (i) upper semicontinuous (u.s.c.) if for every open subset $V \subset Y$ the set

$$
\Sigma_{+}^{-1}(V)=\{x \in X: \Sigma(x) \subset V\}
$$

is open in $X$; (ii) closed if its graph $\{(x, y) \in X \times Y: y \in \Sigma(x)\}$ is a closed subset of $X \times Y$; (iii) compact, if the set $\Sigma(X)$ is relatively compact in $Y$.

Definition 2. A set $M \in K(Y)$ is said to be aspheric (or $U V^{\infty}$, or $\infty$-proximally connected) (see, e.g. [23, 3, 14, 21]), if for every $\varepsilon>0$ there exists $\delta>0$ such that each continuous map $\phi: S^{n} \rightarrow O_{\delta}(M), n=0,1,2, \cdots$, can be extended to $a$ continuous map $\widetilde{\phi}: \overline{B^{n+1}} \rightarrow O_{\varepsilon}(M)$, where $O_{\varepsilon}(M)$ denotes the $\varepsilon-$ neighbourhood of $M$.

Definition 3. (see [19]). A nonempty compact space is said to be an $R_{\delta}$-set if it can be represented as the intersection of a decreasing sequence of compact, contractible spaces.

Definition 4.(see [14]) A u.s.c. multimap $\Sigma: X \rightarrow K(Y)$ is said to be a Jmultimap $(\Sigma \in J(X, Z))$ if every value $\Sigma(x), x \in X$, is an aspheric set.

Now let us recall (see, e.g. [5]) that a metric space $Z$ is called the absolute retract (the AR-space) [resp., the absolute neighborhood retract (the ANR-space)] provided for each homeomorphism $h$ taking it onto a closed subset of a metric space $Z^{\prime}$, the set $h(Z)$ is the retract of $Z^{\prime}$ [resp., of its open neighborhood $O(h(Z))$ in $\left.Z^{\prime}\right]$. Notice that the class of $A N R$-spaces is broad enough: in particular, a finite-dimensional compact set is the $A N R$-space if and only if it is locally contractible. Therefore, it means that compact polyhedrons and compact finite-dimensional manifolds are the $A N R$-spaces. The union of a finite number of convex closed subsets in a normed space is also the $A N R$-space.

Proposition 1. (see [14]). Let $Z$ be an ANR-space. In each of the following cases a u.s.c. multimap $\Sigma: X \rightarrow K(Z)$ is a J-multimap:
for each $x \in X$ the value $\Sigma(x)$ is
a) a convex set;
b) a contractible set;
c) an $R_{\delta}$-set;
d) an $A R$-space.

In particular, every continuous map $\sigma: X \rightarrow Z$ is a $J$-multimap.
Definition 5. Let $\mathcal{F}: X \rightarrow P(Y)$ be a multimap. For a given $\varepsilon>0$, a continuous map $f: X \rightarrow Y$ is called an $\varepsilon$-approximation of the multimap $\mathcal{F}$ if for each $x \in X$ there exists $x^{\prime} \in X$ such that $\varrho_{X}\left(x, x^{\prime}\right)<\varepsilon$ and

$$
f(x) \in O_{\varepsilon}\left(\mathcal{F}\left(x^{\prime}\right)\right), \text { for all } x \in X
$$

It is easy to see that the $\varepsilon$-approximation may be equivalently defined as the map whose graph belongs to the $\varepsilon$-neighborhood of the graph of the corresponding multimap. The fact that a map $f: X \rightarrow Y$ is an $\varepsilon$-approximation of a multimap $\mathcal{F}: X \rightarrow P(Y)$ is written as $f \in a(\mathcal{F}, \varepsilon)$.

Definition 6. A multimap $\mathcal{F}: X \rightarrow K(Y)$ is called approximable if for every $\varepsilon>0$ it admits a single-valued $\varepsilon$-approximation and, moreover, for every $\varepsilon>0$ there exists $\delta_{0}>0$ such that for all $\delta$ with $0<\delta<\delta_{0}$ and any two $\delta$-approximations $f_{\delta}, \widetilde{f}_{\delta}: X \rightarrow Y$ of the multimap $\mathcal{F}$ there exists a continuous map $h: X \times[0,1] \rightarrow Y$ such that
(i) $h(x, 0)=f_{\delta}(x), \quad h(x, 1)=\widetilde{f}_{\delta}(x) \quad$ for all $\quad x \in X$;
(ii) $h(\cdot, \lambda) \in a(\mathcal{F}, \varepsilon)$ for each $\lambda \in[0,1]$.

The main approximation property of a class of $J$-multimaps can be expressed by the following assertion (see [23, 13]).

Proposition 2. Let $X$ be a compact ANR-space, $Y$ a metric space. Then each $J$-multimap $\mathcal{F}: X \rightarrow K(Y)$ is approximable.

Definition 7. Let $\mathcal{O} \subseteq X$. By $C J(\mathcal{O}, X)$ we will denote the collection of all multimaps $F: \mathcal{O} \rightarrow K(X)$ that may be represented in the form of composition $F=f \circ \Sigma$, where $\Sigma \in J(\mathcal{O}, Y)$ for a certain metric space $Y$ and $f: Y \rightarrow X$ is a continuous map.

### 2.3. Linear Fredholm operators. Let $X, Y$ be Banach spaces.

Definition 8.(see, e.g. [12]). A linear bounded operator $L: \operatorname{domL} \subseteq X \rightarrow Y$ is called Fredholm of index $q(q \geq 0)$ if
(1i) $\operatorname{ImL}$ is closed in $Y$;
(2i) KerL and CokerL $=Y / \operatorname{ImL}$ have the finite dimension and, moreover,

$$
\operatorname{dimKer} L-\operatorname{dimCoker} L=q
$$

Let $L: \operatorname{domL} \subseteq X \rightarrow Y$ be a Fredholm operator of index $q$, then there exist projectors $P_{L}: X \rightarrow X$ and $Q_{L}: Y \rightarrow Y$ such that $\operatorname{Im} P_{L}=\operatorname{Ker} L$ and $\operatorname{Ker} Q_{L}=$ $I m L$. If the operator

$$
L_{P_{L}}: \operatorname{domL} \cap \operatorname{Ker} P_{L} \rightarrow \operatorname{ImL}
$$

is defined as the restriction of $L$ on $\operatorname{domL} \cap \operatorname{Ker} P_{L}$ then it's clear that $L_{P_{L}}$ is an algebraic isomorphism and we may define $K_{P_{L}}: \operatorname{ImL} \rightarrow \operatorname{domL}$ as $K_{P_{L}}=L_{P_{L}}^{-1}$.

For the case $q=0$, if we let $\Pi_{L}: Y \rightarrow C o k e r L$ be the canonical surjection:

$$
\Pi_{L} z=z+I m L
$$

and $\Lambda_{L}: \operatorname{Coker} L \rightarrow \operatorname{Ker} L$ be a one-to-one linear mapping, then the equation

$$
L x=y, y \in Y
$$

is equivalent to the equation

$$
\left(i-P_{L}\right) x=\left(\Lambda_{L} \Pi_{L}+K_{L}\right) y
$$

where $i$ denotes the identity operator and $K_{L}: Y \rightarrow X$ be defined as

$$
K_{L}=K_{P_{L}}\left(i-Q_{L}\right)
$$

2.4. Coincidence index. For readers's convenience, we recall in this section the definition of coincidence index presented in [21] (see, also [7, 8, 9]). Firstly, let us recall the definition of the topological degree of a continuous map between two finitedimensional spaces (for the notion of the homotopy groups and the cohomotopy sets we refer readers to $[18,25]$ ).

Let $U \subset \mathbb{R}^{m}$ be an open bounded subset and $f: \bar{U} \rightarrow \mathbb{R}^{n}$ a continuous map, where $m \geq n \geq 1$. Assume that $f(x) \neq 0$ for all $x$ belonging to the boundary $\partial U$ of the set $U$. Therefore, the distance $d(0, f(\partial U))$ from 0 to the set $f(\partial U)$ in $\mathbb{R}^{n}$ is positive. Taking $\rho=\frac{1}{2} d(0, f(\partial U))$, we obtain $f(\partial U) \subset \mathbb{R}^{n} \backslash B^{n}(0, \rho)$. Hence, the map

$$
f:(\bar{U}, \partial U) \longrightarrow\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash B^{n}(0, \rho)\right)
$$

induces a map between cohomotopy sets

$$
f^{\sharp}: \pi^{n}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash B^{n}(0, \rho)\right) \longrightarrow \pi^{n}(\bar{U}, \partial U)
$$

Consider the following sequence of maps

$$
\begin{gathered}
\pi^{n}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash B^{n}(0, \rho)\right) \xrightarrow{f^{\sharp}} \pi^{n}(\bar{U}, \partial U) \stackrel{i_{1}^{\sharp}}{\longleftrightarrow} \\
\stackrel{i_{1}^{\sharp}}{\longleftrightarrow} \pi^{n}\left(\mathbb{R}^{m}, \mathbb{R}^{m} \backslash U\right) \xrightarrow{i_{2}^{\#}} \pi^{n}\left(\mathbb{R}^{m}, \mathbb{R}^{m} \backslash B^{m}(0, r)\right),
\end{gathered}
$$

where $r>0$ is such that $U \subset B^{m}(0, r)$,

$$
i_{1}:(\bar{U}, \partial U) \longrightarrow\left(\mathbb{R}^{m}, \mathbb{R}^{m} \backslash U\right)
$$

and

$$
i_{2}:\left(\mathbb{R}^{m}, \mathbb{R}^{m} \backslash B^{m}(0, r)\right) \longrightarrow\left(\mathbb{R}^{m}, \mathbb{R}^{m} \backslash U\right)
$$

are inclusion maps.
The map $i_{1}^{\sharp}$ is a bijection (by the excision property), therefore according to the relations $\pi^{n}\left(S^{n}\right)=\pi^{n}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash B^{n}(0, \rho)\right)$ and $\pi^{n}\left(S^{m}\right)=\pi^{n}\left(\mathbb{R}^{m}, \mathbb{R}^{m} \backslash B^{m}(0, r)\right)$, the map

$$
\omega_{f}=i_{2}^{\sharp} \circ\left(i_{1}^{\sharp}\right)^{-1} \circ f^{\sharp}: \pi^{n}\left(S^{n}\right) \longrightarrow \pi^{n}\left(S^{m}\right)
$$

is well-defined.
Definition 9. The element $\omega_{f}(1) \in \pi^{n}\left(S^{m}\right)=\pi_{m}\left(S^{n}\right)$ is called the topological degree of the map $f$ on $\bar{U}$ and it is denoted by $\operatorname{deg}(f, \bar{U})$, where $\mathbf{1}$ is the homotopy class of the identity map id: $S^{n} \rightarrow S^{n}$ in $\pi^{n}\left(S^{n}\right) \cong \mathbb{Z}$.

Notice that the topological degree $\operatorname{deg}(f, \bar{U})$ does not depend on the choice of $r>0$. For illustration of the above definition let us recall an example presented in [10, Example 4.1]

Example 1. Let $U=B^{m}$ and $\bar{f}=f_{\left.\right|_{S^{m-1}}}: S^{m-1} \rightarrow \mathbb{R}^{n} \backslash B^{n}(0, \rho)$, where $\rho$ is taken as above. Consider the diagram

where $\delta, \delta_{1}$ are the respective coboundary operators and $\Sigma$ is the suspension homomorphism. This diagram is commutative. Therefore, if $f:\left(\overline{B^{m}}, S^{m-1}\right) \rightarrow\left(\mathbb{R}^{n}, S^{n-1}\right)$, then $\operatorname{deg}\left(f, \overline{B^{m}}\right)=\Sigma([\bar{f}]) \in \pi_{m}\left(S^{n}\right)$, where $[\bar{f}] \in \pi_{m-1}\left(S^{n-1}\right)$ is the homotopy class of $\bar{f}: S^{m-1} \rightarrow S^{n-1}$.

Now let $X, Y$ be Banach spaces; $U \subset X$ an open bounded subset; $L: X \rightarrow Y$ a linear Fredholm map of index $q \geq 0$ and $F=(f \circ \Sigma) \in C J(\bar{U}, Y)$ a compact multimap such that $L x \notin F(x)$ for all $x \in \partial U$. Let $C=\{x \in U: L x \in F(x)\}$ be the set of coincidence points of $L$ and $F$. Since the restriction $L_{\left.\right|_{\bar{U}}}$ is proper, the set $C$ is compact. Hence, there exists an open bounded set $N$ such that
(a) $C \subset N \subset \bar{N} \subset U$;
(b) $\bar{N}$ is a compact $A N R$-space.

Let $\delta=\frac{1}{2} \operatorname{dist}_{Y}(0,(L-F)(\partial N))$. For $\varepsilon \in(0, \delta]$ let $p_{\varepsilon}: \overline{F(N)} \rightarrow Y$ be the Schauder projection of the compact set $\overline{F(N)}$ into a finite-dimensional subspace $Z$ of $Y$ such that $\left\|p_{\varepsilon} y-y\right\|<\varepsilon$ for all $y \in \overline{F(N)}$. Denote by $W^{\prime}$ the finite-dimensional subspace of $I m L$ such that $Z \subset W=W^{\prime} \oplus \operatorname{Im}\left(Q_{L}\right)$. Set $T=L^{-1}(W), N_{T}=N \cap T$. It is clear that $L_{\left.\right|_{T}}: T \rightarrow W$ is Freholm operator of index $q$ and

$$
\operatorname{dim} T=\operatorname{dim} W+q .
$$

W.l.o.g. assume that $\operatorname{dim} W=n \geq q+2$. Then the coincidence index $\operatorname{Ind}(L, F, \bar{U})$ is defined as

## Definition 10.

$$
\operatorname{Ind}(L, F, \bar{U}):=\operatorname{deg}\left(L-p_{\varepsilon} \circ f_{\kappa}, \overline{N_{T}}\right) \in \pi^{n}\left(S^{n+q}\right) \cong \Pi_{q}
$$

where $f_{\kappa}$ is an $\kappa$-approximation of $F$ on $\overline{N_{T}}$ while $\kappa \in(0, \varepsilon)$ is sufficiently small and $\Pi_{q}$ denotes $q-$ th stable homotopy group of spheres (see, e.g. [18]).

The given coincidence index has the following properties.
(i) (Existence) If $\operatorname{Ind}(L, F, \bar{U}) \neq 0 \in \Pi_{q}$, then there exists $x \in U$ such that $L x \in F(x)$.
(ii) (Localization) If $U^{\prime} \subset U$ is open and

$$
C:=\{x \in U: L x \in F(x)\} \subset U^{\prime},
$$

then $\operatorname{Ind}(L, F, \bar{U})=\operatorname{Ind}\left(L, F, \overline{U^{\prime}}\right)$.
(ii) (Additivity) If $U_{1}, U_{2}$ are open bounded disjoint subsets of $X$ and $U=U_{1} \cup U_{2}$, then

$$
\operatorname{Ind}(L, F, \bar{U})=\operatorname{Ind}\left(L, F, \overline{U_{1}}\right)+\operatorname{Ind}\left(L, F, \overline{U_{2}}\right)
$$

(iii) (Restriction) If $F(\bar{U})$ belongs to a subspace $Y^{\prime}$ of $Y$, then

$$
\operatorname{Ind}(L, F, \bar{U})=\operatorname{Ind}\left(L, F, \overline{U_{T}}\right),
$$

where $U_{T}=U \cap T, T=L^{-1}\left(Y^{\prime}\right)$.
(iii) (Homotopy) If there exists a compact $C J$-multimap $\Phi: \bar{U} \times[0,1] \rightarrow K(Y)$ such that $L x \notin G(x, \lambda)$ for all $(x, \lambda) \in \partial U \times[0,1]$, then

$$
\operatorname{Ind}(L, \Phi(\cdot, 0), \bar{U})=\operatorname{Ind}(L, \Phi(\cdot, 1), \bar{U})
$$

## 3. A multiparameter global bifurcation theorem

Consider a family of operator-differential inclusions

$$
\begin{equation*}
L x \in \mathcal{Q}(x, \mu) \tag{1}
\end{equation*}
$$

where $L: \mathcal{W}_{T}^{1,2} \rightarrow \mathcal{L}^{2}, L x=x^{\prime}$, and $\mathcal{Q}: \mathcal{C} \times \mathbb{R}^{k} \rightarrow K\left(\mathcal{L}^{2}\right)$ be such that
$(Q 1) Q$ is a $C J$-multimap and $0 \in \mathcal{Q}(0, \mu)$ for all $\mu \in \mathbb{R}^{k}, k \geq 1$;
$(Q 2)$ for every bounded subset $\Omega \subset \mathcal{C} \times \mathbb{R}^{k}$ the set $Q(\Omega)$ is bounded in $\mathcal{L}^{2}$.
By a solution to (1) we mean a pair $(x, \mu) \in \mathcal{W}_{T}^{1,2} \times \mathbb{R}^{k}$ that satisfies (1). It is obvious that problem (1) has the trivial solution $(0, \mu)$ for all $\mu \in \mathbb{R}^{k}$. Denote by $\mathcal{S}$ the set of all non-trivial solutions of (1).

Definition 11. A point $\left(0, \mu_{0}\right) \in \mathcal{C} \times \mathbb{R}^{k}$ is said to be a bifurcation point of problem (1) if for every open bounded subset $U \subset \mathcal{W}_{T}^{1,2} \times \mathbb{R}^{k}$ containing $\left(0, \mu_{0}\right)$, there exists a solution $(x, \mu) \in U$ to problem (1) such that $x \neq 0$.

Definition 12. A family of continuously differentiable functions $V_{\mu}: \mathbb{R}^{n} \rightarrow \mathbb{R}$, $\mu \in \mathbb{R}^{k}$, is said to be a family of local integral guiding functions for (1) at ( 0,0 ), if there exists $\varepsilon_{0}>0$ such that for each $\varepsilon \in\left(0, \varepsilon_{0}\right)$ there is a sufficiently small number $\delta_{\varepsilon}>0$ (which continuously and nondecreasingly depends on $\varepsilon$ ) such that for every $x \in \mathcal{C}, 0<\|x\|_{\mathcal{C}} \leq \delta_{\varepsilon}$, the following relation holds

$$
\int_{0}^{T}\left\langle\nabla V_{\mu}(x(s)), f(s)\right\rangle d s>0
$$

for all $\mu \in S^{k-1}(0, \varepsilon)$ and all $f \in \mathcal{Q}(x, \mu)$, where $\nabla V_{\mu}$ denotes the gradient of $V_{\mu}$ and the symbol $\langle\cdot, \cdot\rangle$ denotes the inner product in $\mathbb{R}^{n}$.

Lemma 1. If $V_{\mu}$ is a family of local integral guiding functions of $(1)$ at $(0,0)$ then for every $\varepsilon \in\left(0, \varepsilon_{0}\right)$ :
(a) inclusion (1) has only trivial solutions $(0, \mu)$ on $\overline{B_{\mathcal{C}}\left(0, \delta_{\varepsilon}\right)} \times S^{k-1}(0, \varepsilon)$;
(b) equation $\nabla V_{\mu}(w)=0$ has only trivial solutions $(0, \mu)$ on $\overline{B^{n}\left(0, \delta_{\varepsilon}\right)} \times S^{k-1}(0, \varepsilon)$.

Proof. (a) Assume that $(x, \mu) \in \overline{B_{\mathcal{C}}\left(0, \delta_{\varepsilon}\right)} \times \mathbb{R}^{k},|\mu|=\varepsilon$, is a nontrivial solution to (1). Therefore, there exists $f \in \mathcal{Q}(x, \mu)$ such that $x^{\prime}(t)=f(t)$ for a.e. $t \in[0, T]$. Since $|\mu|=\varepsilon$ and $\|x\|_{\mathcal{C}} \leq \delta_{\varepsilon}$ we have

$$
\int_{0}^{T}\left\langle\nabla V_{\mu}(x(t)), f(t)\right\rangle d t>0
$$

On the other hand,

$$
\begin{gathered}
\int_{0}^{T}\left\langle\nabla V_{\mu}(x(t)), f(t)\right\rangle d t>0=\int_{0}^{T}\left\langle\nabla V_{\mu}(x(t)), x^{\prime}(t)\right\rangle d t>0= \\
V_{\mu}(x(T))-V_{\mu}(x(0))=0
\end{gathered}
$$

giving the contradiction.
Similarly we obtain the conclusion (b).

For each $\varepsilon \in\left(0, \varepsilon_{0}\right)$, set $O_{\varepsilon}=B^{n+k}\left(0, \sqrt{\varepsilon^{2}+\delta_{\varepsilon}^{2}}\right)$ and define the map

$$
\begin{gathered}
\widetilde{V_{\varepsilon}}: \overline{O_{\varepsilon}} \rightarrow \mathbb{R}^{n+1} \\
\widetilde{V_{\varepsilon}}(w, \mu)=\left\{-\nabla V_{\mu}(w), \varepsilon^{2}-|\mu|^{2}\right\} .
\end{gathered}
$$

From Lemma 1 it follows that $\widetilde{V_{\varepsilon}}$ has no zeros on the sphere $\partial O_{\varepsilon}$. Hence, the topological degree

$$
\operatorname{deg}\left(\widetilde{V_{\varepsilon}}, \overline{O_{\varepsilon}}\right)=\omega_{\widetilde{V_{\varepsilon}}}(\mathbf{1}) \in \pi^{n+1}\left(S^{n+k}\right)=\pi_{n+k}\left(S^{n+1}\right)
$$

is well-defined.
Let us show that this degree does not depend on the choice of $\varepsilon \in\left(0, \varepsilon_{0}\right)$. In fact, let $\varepsilon_{1}, \varepsilon_{2}, 0<\varepsilon_{1}<\varepsilon_{2}<\varepsilon_{0}$, be arbitrary numbers. For each $\lambda \in[0,1]$, set $\varepsilon_{\lambda+1}=\lambda \varepsilon_{2}+(1-\lambda) \varepsilon_{1}$,

$$
O_{\varepsilon_{\lambda+1}}=B^{n+k}\left(0, \sqrt{\varepsilon_{\lambda+1}^{2}+\delta_{\varepsilon_{\lambda+1}}^{2}}\right)
$$

where $\delta_{\varepsilon_{\lambda+1}}$ is the constant from Definition 12, and consider the map

$$
\begin{gathered}
V_{\lambda}^{\sharp}: \overline{O_{\varepsilon_{\lambda+1}}} \rightarrow \mathbb{R}^{n+1}, \\
V_{\lambda}^{\sharp}(w, \mu)=\left\{-\nabla V_{\mu}(w), \varepsilon_{\lambda+1}^{2}-|\mu|^{2}\right\} .
\end{gathered}
$$

Assume that there exist $\lambda_{*} \in[0,1]$ and $\left(w_{*}, \mu_{*}\right) \in \partial O_{\varepsilon_{\lambda_{*}+1}}$ such that

$$
V_{\lambda_{*}}^{\sharp}\left(w_{*}, \mu_{*}\right)=0,
$$

or equivalently,

$$
\left\{\begin{array}{l}
\nabla V_{\mu_{*}}\left(w_{*}\right)=0 \\
\left|\mu_{*}\right|=\varepsilon_{\lambda_{*}+1}
\end{array}\right.
$$

From $\left(w_{*}, \mu_{*}\right) \in \partial O_{\varepsilon_{\lambda_{*}+1}}$ it follows that $\left|w_{*}\right|=\delta_{\varepsilon_{\lambda_{*}+1}}$. That contradicts to Lemma 1 (b). Hence, the topological degree $\operatorname{deg}\left(\widetilde{V_{\varepsilon}}, \overline{O_{\varepsilon}}\right)$ is the same for all $\varepsilon \in\left(0, \varepsilon_{0}\right)$. This element is called the index of the family of local integral guiding functions $V_{\mu}$ and is denoted by $i n d V_{\mu}$.

Theorem 1. Let conditions $(Q 1)-(Q 2)$ hold. In addition, assume that there exists a family of local integral guiding functions $V_{\mu}$ of (1) such that ind $V_{\mu} \neq 0$. Then $(0,0)$ is a bifurcation point of problem (1). Moreover, there is a connected subset $\mathcal{R} \subset \mathcal{S}$ such that $(0,0) \in \overline{\mathcal{R}}$ and either $\mathcal{R}$ is unbounded or $\overline{\mathcal{R}} \ni\left(0, \mu_{*}\right)$ for some $\mu_{*} \neq 0$.

Proof. It is clear that $L$ is a linear Fredholm operator of index zero and

$$
\operatorname{Ker} L \cong \mathbb{R}^{n} \cong \text { Coker } L
$$

The projection

$$
\Pi_{L}: \mathcal{L}^{2} \rightarrow \mathbb{R}^{n}
$$

is defined as

$$
\Pi_{L}(f)=\frac{1}{T} \int_{0}^{T} f(s) d s
$$

and the homeomorphism $\Lambda_{L}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is an identity operator.
The space $\mathcal{L}^{2}$ can be represented as

$$
\mathcal{L}^{2}=\mathcal{L}_{0} \oplus \mathcal{L}_{1},
$$

where $\mathcal{L}_{0}=$ Coker $L$ and $\mathcal{L}_{1}=\operatorname{Im} L$. The decomposition of an element $f \in \mathcal{L}^{2}$ is denoted by

$$
f=f_{0}+f_{1}, f_{0} \in \mathcal{L}_{0}, f_{1} \in \mathcal{L}_{1} .
$$

Substitute inclusion (1) by the following equivalent inclusion

$$
\begin{equation*}
x \in G(x, \mu), \tag{2}
\end{equation*}
$$

where

$$
\begin{gathered}
G: \mathcal{C} \times \mathbb{R}^{k} \rightarrow K(\mathcal{C}), \\
G(x, \mu)=P_{L} x+\left(\Pi_{L}+K_{L}\right) \mathcal{Q}(x, \mu) .
\end{gathered}
$$

Define the map

$$
\ell: \mathcal{C} \times \mathbb{R}^{k} \rightarrow \mathcal{C} \times \mathbb{R}, \quad \ell(x, \mu)=(x, 0)
$$

For $r, \varepsilon>0$ set

$$
B_{r, \varepsilon}=\left\{(x, \mu) \in \mathcal{C} \times \mathbb{R}^{k}:\|x\|_{\mathcal{C}}^{2}+|\mu|^{2} \leq r^{2}+\varepsilon^{2}\right\}
$$

and consider the multimap

$$
\begin{gathered}
G_{r}: B_{r, \varepsilon} \rightarrow K(\mathcal{C} \times \mathbb{R}) \\
G_{r}(x, \mu)=\left\{G(x, \mu), r^{2}-\|x\|_{\mathcal{C}}\right\} .
\end{gathered}
$$

It is clear that $\ell$ is a linear Fredholm map of index $k-1$.
Step 1. We will show that $G_{r}$ is a compact $C J$-multimap. Indeed, from the fact that $\mathcal{Q}$ is a $C J$-multimap and the operator $\Pi_{L}+K_{L}$ is linear and continuous it follows that the multimap $\left(\Pi_{L}+K_{L}\right) \circ \mathcal{Q}$ is a $C J$-multimap, hence $G_{r}$ is a $C J$-multimap. Further, from $(Q 2)$ it follows that the set $\left(\Pi_{L}+K_{L}\right) \circ \mathcal{Q}\left(B_{r, \varepsilon}\right)$ is bounded in $\mathcal{W}_{T}^{1,2}$, and by the Sobolev embedding theorem [6] it is a relatively compact subset in $\mathcal{C}$. Now, our assertion follows from the fact that the operator $P_{L}$ is continuous and has a finite-dimensional range.

Step 2. Choosing arbitrarily $\varepsilon \in\left(0, \varepsilon_{0}\right)$ and sufficiently small $r \in\left(0, \delta_{\varepsilon}\right)$, where $\varepsilon_{0}$ and $\delta_{\varepsilon}$ are the constants from Definition 12 , we will show that $\ell(x, \mu) \notin G_{r}(x, \mu)$ for all $(x, \mu) \in \partial B_{r, \varepsilon}$.

Indeed, assume to the contrary that there is $(x, \mu) \in \partial B_{r, \varepsilon}$ such that $\ell(x, \mu) \in$ $G_{r}(x, \mu)$. Then,

$$
\begin{equation*}
x \in G(x, \mu), \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\|x\|_{\mathcal{C}}=r . \tag{4}
\end{equation*}
$$

From (3) it follows that there is $f \in \mathcal{Q}(x, \mu)$ such that $x^{\prime}(t)=f(t)$ for a.e. $t \in[0, T]$. Applying (4), we obtain $|\mu|=\varepsilon$. Moreover, from $\|x\|_{\mathcal{C}}=r<\delta_{\varepsilon}$ we have

$$
\int_{0}^{T}\left\langle\nabla V_{\mu}(x(s)), f(s)\right\rangle d s>0
$$

for all $\mu \in S^{k-1}(0, \varepsilon)$.
On the other hand,

$$
\int_{0}^{T}\left\langle\nabla V_{\mu}(x(s)), f(s)\right\rangle d s=\int_{0}^{T}\left\langle\nabla V_{\mu}(x(s)), x^{\prime}(s)\right\rangle d s=0
$$

giving the contradiction. Therefore, the coincidence index $\operatorname{Ind}\left(\ell, G_{r}, B_{r, \varepsilon}\right)$ is welldefined for each $\varepsilon \in\left(0, \varepsilon_{0}\right)$ and $r \in\left(0, \delta_{\varepsilon}\right)$

Step 3. Fix $\varepsilon \in\left(0, \varepsilon_{0}\right)$ and $r \in\left(0, \delta_{\varepsilon}\right)$. Let us evaluate $\operatorname{Ind}\left(\ell, G_{r}, B_{r, \varepsilon}\right)$. Towards this goal, consider the multimap $\Sigma: B_{r, \varepsilon} \times[0,1] \rightarrow K(\mathcal{C} \times \mathbb{R})$,

$$
\Sigma(x, \mu, \lambda)=\left\{P_{L} x+\left(\Pi_{L}+K_{L}\right) \circ \alpha(\mathcal{Q}(x, \mu), \lambda), \tau\right\}
$$

where

$$
\tau=\lambda\left(r^{2}-\|x\|_{\mathcal{C}}^{2}\right)+(1-\lambda)\left(|\mu|^{2}-\varepsilon^{2}\right),
$$

and $\alpha: \mathcal{L}^{2} \times[0,1] \rightarrow \mathcal{L}^{2}$,

$$
\alpha(f, \lambda)=f_{0}+\lambda f_{1}, f_{0} \in \mathcal{L}_{0}, f_{1} \in \mathcal{L}_{1}, f=f_{0}+f_{1} .
$$

Following Step 1 we can easily prove that $\Sigma$ is a compact $C J$-multimap.
Assume $\left(x^{*}, \mu^{*}, \lambda_{*}\right) \in \partial B_{r, \varepsilon} \times[0,1]$ is such that $\ell\left(x^{*}, \mu^{*}\right) \in \Sigma\left(x^{*}, \mu^{*}, \lambda^{*}\right)$. Then

$$
\begin{equation*}
\lambda^{*}\left(r^{2}-\left\|x^{*}\right\|_{\mathcal{C}}^{2}\right)+\left(1-\lambda^{*}\right)\left(\left|\mu^{*}\right|^{2}-\varepsilon^{2}\right)=0 \tag{5}
\end{equation*}
$$

and there is a function $f^{*} \in \mathcal{Q}\left(x^{*}, \mu^{*}\right)$ such that

$$
x^{*}=P_{L} x^{*}+\left(\Pi_{L}+K_{L}\right) \circ \alpha\left(f^{*}, \lambda^{*}\right)
$$

or equivalently,

$$
\left\{\begin{array}{l}
\left(x^{*}\right)^{\prime}=\lambda^{*} f_{1}^{*} \\
0=f_{0}^{*},
\end{array}\right.
$$

where $f_{0}^{*}+f_{1}^{*}=f^{*}, f_{0}^{*} \in \mathcal{L}_{0}$ and $f_{1}^{*} \in \mathcal{L}_{1}$.
From $\left(x^{*}, \mu^{*}\right) \in \partial B_{r, \varepsilon}$ it follows that

$$
r^{2}-\left\|x^{*}\right\|_{\mathcal{C}}^{2}=\left|\mu^{*}\right|^{2}-\varepsilon^{2} .
$$

Hence, from (5) we obtain

$$
\left\|x^{*}\right\|_{\mathcal{C}}=r \text { and }\left|\mu^{*}\right|=\varepsilon
$$

From the choice of $r$ it follows that

$$
\int_{0}^{T}\left\langle\nabla V_{\mu^{*}}\left(x^{*}(s)\right), f(s)\right\rangle d s>0 \text { for all } f \in \mathcal{Q}\left(x^{*}, \mu^{*}\right)
$$

If $\lambda^{*} \neq 0$ : then

$$
\begin{gathered}
\int_{0}^{T}\left\langle\nabla V_{\mu^{*}}\left(x^{*}(s)\right), f^{*}(s)\right\rangle d s=\int_{0}^{T}\left\langle\nabla V_{\mu^{*}}\left(x^{*}(s)\right), \frac{1}{\lambda^{*}} x^{* \prime}(s)\right\rangle d s= \\
=\frac{1}{\lambda^{*}}\left(V_{\mu^{*}}\left(x^{*}(T)\right)-V_{\mu^{*}}\left(x^{*}(0)\right)\right)=0
\end{gathered}
$$

giving the contradiction.

If $\lambda^{*}=0$ then $\left(x^{*}\right)^{\prime}=0$. Therefore $x^{*} \equiv a$ for some $a \in \mathbb{R}^{n},|a|=r$. According to Definition 12 , for every $f \in \mathcal{Q}\left(a, \mu^{*}\right)$ we have

$$
\begin{equation*}
\int_{0}^{T}\left\langle\nabla V_{\mu^{*}}(a), f(s)\right\rangle d s=\left\langle\nabla V_{\mu^{*}}(a), \int_{0}^{T} f(s) d s\right\rangle=T\left\langle\nabla V_{\mu^{*}}(a), \Pi_{L} f\right\rangle>0 \tag{6}
\end{equation*}
$$

Consequently, $\Pi_{L} f \neq 0$ for all $f \in \mathcal{Q}\left(a, \mu^{*}\right)$, in particular, $\Pi_{L} f^{*} \neq 0$. But $\Pi_{L} f^{*}=$ $\Pi_{L} f_{0}^{*}=0$. That is the contradiction.

Thus multimap $\Sigma$ is a homotopy on $\partial B_{r, \varepsilon}$ connecting the multimaps $\Sigma(x, \mu, 1)=$ $G_{r}(x, \mu)$ and

$$
\Sigma(x, \mu, 0)=\left\{P_{L} x+\Pi_{L} \mathcal{Q}(x, \mu),|\mu|^{2}-\varepsilon^{2}\right\} .
$$

By virtue of the homotopy invariance of the coincidence index we obtain

$$
\operatorname{Ind}\left(\ell, G_{r}, B_{r, \varepsilon}\right)=\operatorname{Ind}\left(\ell, \Sigma(\cdot, \cdot, 0), B_{r, \varepsilon}\right)
$$

The multimap $P_{L}+\Pi_{L} \mathcal{Q}$ takes values in $\mathbb{R}^{n}$, so applying the restriction property of the coincidence degree we have

$$
\operatorname{Ind}\left(\ell, \Sigma(\cdot, \cdot, 0), B_{r, \varepsilon}\right)=\operatorname{Ind}\left(\ell, \Sigma(\cdot, \cdot, 0), \bar{U}_{r, \varepsilon}\right)
$$

where $\bar{U}_{r, \varepsilon}=B_{r, \varepsilon} \cap \mathbb{R}^{n+k}$.
In the space $\mathbb{R}^{n+1}$ the vector field $\ell-\Sigma(\cdot, \cdot, 0)$ has the form

$$
\ell(y, \mu)-\Sigma(y, \mu, 0)=\left\{-\Pi_{L} Q(y, \mu), \varepsilon^{2}-|\mu|^{2}\right\}, \forall(y, \mu) \in \bar{U}_{r, \varepsilon} \subset \mathbb{R}^{n+k}
$$

Consider now the multimap: $\Gamma: \bar{U}_{r, \varepsilon} \times[0,1] \rightarrow K\left(\mathbb{R}^{n+1}\right)$ defined as

$$
\Gamma(y, \mu, \lambda)=\left\{-\lambda \Pi_{L} \mathcal{Q}(y, \mu)+(\lambda-1) \nabla V_{\mu}(y), \varepsilon^{2}-|\mu|^{2}\right\} .
$$

It is clear that $\Gamma$ is a compact $C J$-multimap. Assume that there exists $(y, \mu, \lambda) \in$ $\partial U_{r, \varepsilon} \times[0,1]$ such that $0 \in \Gamma(y, \mu, \lambda)$. Then we obtain

$$
\left\{\begin{array}{l}
|\mu|=\varepsilon \\
(\lambda-1) \nabla V_{\mu}(y) \in \lambda \Pi_{L} \mathcal{Q}(y, \mu)
\end{array}\right.
$$

and by virtue of (6) we get the contradiction. So, $\Gamma$ is a homotopy connecting $\ell$ $\Sigma(\cdot, \cdot, 0)$ and $\widetilde{V_{\varepsilon}}$, therefore, by assumption

$$
\begin{equation*}
\operatorname{Ind}\left(\ell, \Sigma(\cdot, \cdot, 0), \bar{U}_{r, \varepsilon}\right)=\operatorname{deg}\left({\widetilde{V_{\varepsilon}}}_{\varepsilon}, \bar{U}_{r, \varepsilon}\right)=\operatorname{ind} V_{\mu} \neq 0 \tag{7}
\end{equation*}
$$

Step 4. Let $\mathcal{O} \subset \mathcal{C} \times \mathbb{R}^{k}$ be an open set defined as

$$
\mathcal{O}=\left(\mathcal{C} \times \mathbb{R}^{k}\right) \backslash\left(\{0\} \times\left(\mathbb{R}^{k} \backslash B^{k}\left(0, \varepsilon_{0}\right)\right)\right)
$$

From $\operatorname{Ind}\left(\ell, G_{r}, B_{r, \varepsilon}\right) \neq 0$ for every $\varepsilon \in\left(0, \varepsilon_{0}\right)$ and for all $r \in\left(0, \delta_{\varepsilon}\right)$ it follows that there exists $(x, \mu) \in B_{r, \varepsilon}$ such that $\ell(x, \mu) \in G_{r}(x, \mu)$, or equivalently

$$
\left\{\begin{array}{l}
x \in G(x, \mu) \\
\|x\|_{\mathcal{C}}=r
\end{array}\right.
$$

i.e., $(x, \mu) \in B_{r, \varepsilon}$ is a nontrivial solution to problem (2). Therefore, $(0,0)$ is a bifurcation point of problem (2), and hence, it is a bifurcation point of problem (1). Denote by $\mathcal{R} \subset \mathcal{S} \cup\{(0,0)\} \subset \mathcal{O}$ the connected component of $(0,0)$. Let us demonstrate that
$\mathcal{R}$ is a non-compact component. Assume to the contrary that $\mathcal{R}$ is compact. Then there exists an open bounded subset $U \subset \mathcal{O}$ such that

$$
\bar{U} \subset \mathcal{O}, \mathcal{R} \subset U \text { and } \partial U \cap \mathcal{S}=\emptyset
$$

Hence, for each $r>0$

$$
\ell(x, \mu) \notin G_{r}(x, \mu), \forall(x, \mu) \in \partial U .
$$

Further, for any $0<r<R$, the compact $C J$-multimaps $G_{r}$ and $G_{R}$ on $\bar{U}$ can be joined by the homotopy $G_{\lambda r+(1-\lambda) R}$. For sufficiently large $R$,

$$
\ell(x, \mu) \notin G_{R}(x, \mu), \forall(x, \mu) \in \bar{U}
$$

so, $\operatorname{Ind}\left(\ell, G_{R}, \bar{U}\right)=0$. Therefore, $\operatorname{Ind}\left(\ell, G_{r}, \bar{U}\right)=0$ for all $r>0$.
Now, let $\Lambda=\left\{\mu \in \mathbb{R}^{k}:(0, \mu) \in \bar{U}\right\}$. From $\bar{U} \subset \mathcal{O}$ it follows that

$$
\begin{equation*}
\Lambda \subset B^{k}\left(0, \varepsilon_{0}\right) \tag{8}
\end{equation*}
$$

From Lemma 1(a) and the continuous dependence of the number $\delta_{\varepsilon}$ on $\varepsilon$ it follows that we can choose $0<\varepsilon<\varepsilon_{0}$ and $0<r<\delta_{\varepsilon}$ such that $B_{r, \varepsilon} \subset U$ and inclusion

$$
x \in G(x, \mu)
$$

has only trivial solutions in the ball $\overline{B_{\mathcal{C}}(0, r)}$ for all $\mu \in \mathbb{R}^{k}: \varepsilon \leq|\mu|<\varepsilon_{0}$.
From (8) and the choice of $r, \varepsilon$ (we can take $r, \varepsilon$ sufficiently small) we have

$$
\operatorname{Coin}\left(\ell, G_{r}, \bar{U}\right):=\left\{(x, \mu) \in \bar{U}: \ell(x, \mu) \in G_{r}(x, \mu)\right\} \subset B_{r, \varepsilon} .
$$

So, we obtain

$$
0=\operatorname{Ind}\left(\ell, G_{r}, \bar{U}\right)=\operatorname{Ind}\left(\ell, G_{r}, B_{r, \varepsilon}\right) \neq 0
$$

that is the contradiction. Thus, $\mathcal{R}$ is a non-compact component, i.e., either $\mathcal{R}$ is unbounded or $\overline{\mathcal{R}} \cap \partial \overline{\mathcal{O}} \neq \emptyset$.

## 4. Application to a feedback control system

Consider the following parametrized control system

$$
\left\{\begin{array}{l}
x^{\prime}(t)=A(\mu) x(t)+f(t, x(t), y(t), \mu), \text { for a.e. } t \in[0, T]  \tag{9}\\
y^{\prime}(t) \in G(t, x(t), y(t), \mu), \text { for a.e. } t \in[0, T] \\
y(0)=0 ; x(0)=x(T)
\end{array}\right.
$$

where $f:[0, T] \times \mathbb{R}^{2} \times \mathbb{R}^{m} \times \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ and $G:[0, T] \times \mathbb{R}^{2} \times \mathbb{R}^{m} \times \mathbb{R}^{2} \rightarrow K v\left(\mathbb{R}^{m}\right)$ $(m \geq 1)$ are given map and multimap, respectively; $\mu \in \mathbb{R}^{2}$ is the parameter and $A(\mu)$ is a family of $(2 \times 2)$-matricies defined as

$$
A(\mu)=\left(\begin{array}{cc}
2 \mu_{1} & 2 \mu_{2}  \tag{10}\\
2 \mu_{2} & -2 \mu_{1}
\end{array}\right), \mu=\left(\mu_{1}, \mu_{2}\right) .
$$

Here $x:[0, T] \rightarrow \mathbb{R}^{2}$ is a trajectory of the system, $y:[0, T] \rightarrow \mathbb{R}^{m}$ is a control function. The first equation describes the dynamics of the system and the differential inclusion represents the feedback law.

The use of the family of $(2 \times 2)$-matricies $A(\mu)$ of the form (10) comes from [10]. We will use the symbols $\mathcal{W}_{T}^{1,2}, \mathcal{W}^{1,1}, \mathcal{C}, \mathcal{L}^{1}, \mathcal{L}^{2}$ introduced in Section 2 with a remark that in the present section $n=k=2$.

By a solution to the system we mean a pair $(x, \mu) \in \mathcal{W}_{T}^{1,2} \times \mathbb{R}^{2}$ for which there is a function $y \in \mathcal{W}^{1,1}$ such that the triplet $(x, y, \mu)$ satisfies (9).

Assume that
$(f 1)$ for every $(u, v, \mu) \in \mathbb{R}^{2} \times \mathbb{R}^{m} \times \mathbb{R}^{2}$ the function $f(\cdot, u, v, \mu):[0, T] \rightarrow \mathbb{R}^{2}$ is measurable;
(f2) for a.e. $t \in[0, T]$ the map $f(t, \cdot, \cdot, \cdot): \mathbb{R}^{2} \times \mathbb{R}^{m} \times \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ is continuous;
$(f 3)$ there is a number $c>0$ such that

$$
|f(t, u, v, \mu)| \leq c|u|(|v|+|\mu|)
$$

for a.e. $t \in[0, T]$ and for all $(u, v, \mu) \in \mathbb{R}^{2} \times \mathbb{R}^{m} \times \mathbb{R}^{2}$;
(G1) for every $(u, v, \mu) \in \mathbb{R}^{2} \times \mathbb{R}^{m} \times \mathbb{R}^{2}$ the multifunction $G(\cdot, u, v, \mu):[0, T] \rightarrow$ $K v\left(\mathbb{R}^{m}\right)$ has a measurable selection;
(G2) for a.e. $t \in[0, T]$ the multimap $G(t, \cdot, \cdot, \cdot): \mathbb{R}^{2} \times \mathbb{R}^{m} \times \mathbb{R}^{2} \rightarrow K v\left(\mathbb{R}^{m}\right)$ is u.s.c.;
(G3) there is a number $d>0$ such that

$$
\|G(t, u, v, \mu)\|:=\max \{|z|: z \in G(t, u, v, \mu)\} \leq d(|u|+|v|+|\mu|),
$$

for a.e. $t \in[0, T]$ and for all $(u, v, \mu) \in \mathbb{R}^{2} \times \mathbb{R}^{m} \times \mathbb{R}^{2}$.
From $(f 3)$ it follows that $(0, \mu)$ is the solution to (9) for all $\mu \in \mathbb{R}^{2}$. These solutions are trivial. Denote by $\mathcal{S}$ the set of all nontrivial solutions to (9).

In the sequel we need the following assertions.
Lemma 2 (Gronwall's Lemma, see, e.g. [17]). Let $u, v:[a, b] \rightarrow \mathbb{R}$ be continuous nonnegative functions; $C \geq 0$ a constant and

$$
v(t) \leq C+\int_{a}^{t} u(s) v(s) d s, \quad a \leq t \leq b
$$

Then

$$
v(t) \leq C e^{\int_{a}^{t} u(s) d s}, \quad a \leq t \leq b
$$

Lemma 3 (see Theorem 70.6[14]). Let $\mathcal{F}:[0, T] \times \mathbb{R}^{n} \rightarrow K v\left(\mathbb{R}^{n}\right)$ be a multimap such that
$(\mathcal{F} 1)$ multifunction $\mathcal{F}(\cdot, w):[0, T] \rightarrow K v\left(\mathbb{R}^{n}\right)$ has a measurable selection for every $w \in \mathbb{R}^{n}$;
$(\mathcal{F} 2)$ multimap $\mathcal{F}(t, \cdot): \mathbb{R}^{n} \rightarrow K v\left(\mathbb{R}^{n}\right)$ is u.s.c. for a.e. $t \in[0, T]$;
$(\mathcal{F} 3)$ there is $b>0$ such that

$$
\|\mathcal{F}(t, w)\| \leq b(1+|w|)
$$

for all $(t, w) \in[0, T] \times \mathbb{R}^{n}$.
Then the solution set of the Cauchy problem

$$
\left\{\begin{array}{l}
u^{\prime}(t) \in \mathcal{F}(t, u(t)), \text { for a.e. } t \in[0, T] \\
u(0)=u_{0}
\end{array}\right.
$$

is an $R_{\delta}$-set in $C\left([0, T] ; \mathbb{R}^{n}\right)$.
Lemma 4 (see Theorem 5.2.5 [20]). Let $\mathcal{E}$ be a separable Banach space, $\Lambda$ a metric space, and $\mathcal{F}:[0, T] \times \mathcal{E} \times \Lambda \rightarrow K v(\mathcal{E})$ a multimap satisfying the following conditions:
$(\mathcal{F} 1)$ multifunction $\mathcal{F}(\cdot, w, \lambda):[0, T] \rightarrow K v(\mathcal{E})$ has a measurable selection for every $(w, \lambda) \in \mathcal{E} \times \Lambda$
$(\mathcal{F} 2)$ multimap $\mathcal{F}(t, \cdot, \cdot): \mathcal{E} \times \Lambda \rightarrow K v(\mathcal{E})$ is u.s.c. for a.e. $t \in[0, T] ;$
$(\mathcal{F} 3)$ there is $k>0$ such that

$$
\|\mathcal{F}(t, w, \lambda)\|_{\mathcal{E}} \leq k\left(1+\|w\|_{\mathcal{E}}+\|\lambda\|_{\Lambda}\right)
$$

for all $(w, \lambda) \in \mathcal{E} \times \Lambda$ and for a.e. $t \in[0, T]$;
$(\mathcal{F} 4)$ there exists a function $\gamma \in L_{+}^{1}[0, T]$ such that

$$
\chi(\mathcal{F}(t, \Omega, \Lambda)) \leq \gamma(t) \chi(\Omega)
$$

for every nonempty bounded subset $\Omega \subset \mathcal{E}$, where $\chi$ denotes the Hausdoff measuare of noncompactness.
For each $\lambda \in \Lambda$ denote by $\Sigma_{u_{0}}^{\mathcal{F}(\cdot, \cdot, \lambda)}$ the solution set of the Cauchy problem

$$
\left\{\begin{array}{l}
u^{\prime}(t) \in \mathcal{F}(t, u(t), \lambda) \text { for a.e. } t \in[0, T], \\
u(0)=u_{0} \in \mathcal{E} .
\end{array}\right.
$$

Then the multimap $\lambda \rightarrow \Sigma_{u_{0}}^{\mathcal{F}(\cdot, \cdot, \lambda)}$ is u.s.c. .
Now let us describe the global structure of the solution set of problem (9).
Theorem 2. Let conditions $(f 1)-(f 3)$ and $(G 1)-(G 3)$ hold. In addition, assume that

$$
c\left(1+T d e^{T d}\right)<2 .
$$

Then $(0,0) \in \mathcal{W}_{T}^{1,2} \times \mathbb{R}^{2}$ is a bifurcation point for solutions of (9) and, moreover, there is a unbounded subset $\mathcal{R} \subset \mathcal{S}$ such that $(0,0) \in \overline{\mathcal{R}}$.

Proof. For a fixed $(x, \mu) \in \mathcal{C} \times \mathbb{R}^{2}$ consider the following multimap

$$
G_{(x, \mu)}:[0, T] \times \mathbb{R}^{m} \rightarrow K v\left(\mathbb{R}^{m}\right), G_{(x, \mu)}(t, z)=G(t, x(t), z, \mu)
$$

It is easy to verify that $G_{(x, \mu)}$ satisfies all conditions of Lemma 3. So, for every $(x, \mu) \in \mathcal{C} \times \mathbb{R}^{2}$ the set $\Psi_{(x, \mu)}$ of all solutions to the problem

$$
\left\{\begin{array}{l}
y^{\prime}(t) \in G(t, x(t), y(t), \mu) \text { for a.e. } t \in[0, T] \\
y(0)=0
\end{array}\right.
$$

is an $R_{\delta}$-set in $C\left([0, T] ; \mathbb{R}^{m}\right)$.
Moreover, for each $r>0$ take $\Lambda=B_{\mathcal{C}}(0, r) \times B^{2}(0, r)$, and consider the multimap

$$
\Pi:[0, T] \times \mathbb{R}^{m} \times \Lambda \rightarrow K v\left(\mathbb{R}^{m}\right), \Pi(t, w, x, \mu)=G_{(x, \mu)}(t, w)
$$

It is easy to verify that multimap $\Pi$ satisfies conditions $(\mathcal{F} 1)-(\mathcal{F} 4)$ in Lemma 4. Therefore, the multimap $(x, \mu) \rightarrow \Psi_{(x, \mu)}$ is u.s.c. at all points $(x, \mu) \in \Lambda$. Since we can choose arbitrarily $r>0$, so if we define the multimap

$$
\Psi: \mathcal{C} \times \mathbb{R}^{2} \rightarrow K\left(C\left([0, T] ; \mathbb{R}^{m}\right)\right), \Psi(x, \mu)=\Psi_{(x, \mu)}
$$

then it is u.s.c., too.
Now define the following maps and multimaps

$$
\widetilde{\Psi}: \mathcal{C} \times \mathbb{R}^{2} \rightarrow K\left(\mathcal{C} \times C\left([0, T] ; \mathbb{R}^{m}\right) \times \mathbb{R}^{2}\right), \widetilde{\Psi}(x)=\{x\} \times \Psi(x, \mu) \times\{\mu\}
$$

$$
\begin{gathered}
B: \mathcal{C} \times C\left([0, T] ; \mathbb{R}^{m}\right) \times \mathbb{R}^{2} \rightarrow \mathcal{L}^{2}, \\
B(x, y, \mu)(t)=A(\mu) x(t)+f(t, x(t), y(t), \mu), t \in[0, T] .
\end{gathered}
$$

Then problem (9) can be written in the form

$$
\begin{equation*}
L x \in \mathcal{Q}(x, \mu) \tag{11}
\end{equation*}
$$

where $L: \mathcal{W}_{T}^{1,2} \rightarrow \mathcal{L}^{2}$ is the differentiation operator and

$$
\mathcal{Q}: \mathcal{C} \times \mathbb{R}^{2} \rightarrow K\left(\mathcal{L}^{2}\right), \mathcal{Q}(x, \mu)=B \circ \widetilde{\Psi}(x, \mu)
$$

It is clear that $\mathcal{Q}$ is a $C J$-multimap, and hence, condition $(Q 1)$ is fulfilled.
Let $\Omega \subset \mathcal{C} \times \mathbb{R}^{2}$ be a bounded subset and $(x, \mu)$ an arbitrary point in $\Omega$. For $g \in \mathcal{Q}(x, \mu)$ there is $y \in \Psi(x, \mu)$ such that

$$
\begin{equation*}
g(t)=A(\mu) x(t)+f(t, x(t), y(t), \mu) \text { for a.e. } t \in[0, T] . \tag{12}
\end{equation*}
$$

Since $y \in \Psi(x, \mu)$, there exists $h \in \mathcal{L}^{1}$ such that $h(t) \in G(t, x(t), y(t), \mu)$ for a.e. $t \in[0, T]$ and

$$
y(t)=\int_{0}^{t} h(s) d s, \text { for all } t \in[0, T] .
$$

From (G3) it follows that

$$
\begin{aligned}
|y(t)| & \leq \int_{0}^{t}|h(s)| d s \leq d \int_{0}^{t}(|x(s)|+|y(s)|+|\mu|) d s \\
& \leq d T\left(\|x\|_{\mathcal{C}}+|\mu|\right)+\int_{0}^{t} d|y(s)| d s .
\end{aligned}
$$

According to Lemma 2 we obtain

$$
\begin{equation*}
|y(t)| \leq T d\left(\|x\|_{\mathcal{C}}+|\mu|\right) e^{T d} \text { for all } t \in[0, T] \tag{13}
\end{equation*}
$$

Now, the boundedness of the set $\mathcal{Q}(\Omega)$ follows from (12)-(13) and $(f 3)$. So, condition $(Q 2)$ also holds true.

Let us show that the family of functions $V_{\mu}: \mathbb{R}^{2} \rightarrow \mathbb{R}$,

$$
V_{\mu}(w)=\mu_{1} w_{1}^{2}+2 \mu_{2} w_{1} w_{2}-\mu_{1} w_{2}^{2}, \quad w=\left(w_{1}, w_{2}\right), \mu=\left(\mu_{1}, \mu_{2}\right)
$$

is a family of local integral guiding functions for (11) at $(0,0)$. In fact, let $\varepsilon>0$ and $\mu \in S^{1}(0, \varepsilon)$ be arbitrary. For $x \in \mathcal{C}$ take any $g \in \mathcal{Q}(x, \mu)$. Then there is $y \in \Psi(x, \mu)$ such that

$$
g(t)=A(\mu) x(t)+f(t, x(t), y(t), \mu) \text { for a.e. } t \in[0, T] .
$$

By virtue of $(f 3)$ and (13) we have
$\int_{0}^{T}\left\langle\nabla V_{\mu}(x(t)), g(t)\right\rangle d t=\int_{0}^{T}\langle A(\mu) x(t), A(\mu) x(t)+f(t, x(t), y(t), \mu)\rangle d t$
$\geq \int_{0}^{T}|A(\mu) x(t)|^{2} d t-\int_{0}^{T}|A(\mu) x(t)||f(t, x(t), y(t), \mu)| d t$
$\geq 4|\mu|^{2}\|x\|_{2}^{2}-2|\mu| \int_{0}^{T}|x(t)| c|x(t)|(|y(t)|+|\mu|) d t$

$$
\begin{aligned}
& \geq 4|\mu|^{2}\|x\|_{2}^{2}-2 c|\mu| \int_{0}^{T}|x(t)|^{2}\left(T d\left(\|x\|_{\mathcal{C}}+|\mu|\right) e^{T d}+|\mu|\right) d t= \\
& =4|\mu|^{2}\|x\|_{2}^{2}-2 c|\mu|\|x\|_{2}^{2}\left(T d e^{T d}\|x\|_{\mathcal{C}}+T d e^{T d}|\mu|+|\mu|\right) \\
& =2|\mu|^{2}\|x\|_{2}^{2}\left(2-c\left(1+T d e^{T d}\right)\right)-2 c T d e^{T d}|\mu|\|x\|_{2}^{2}\|x\|_{\mathcal{C}} \\
& =2|\mu|\|x\|_{2}^{2}\left(|\mu|\left(2-c\left(1+T d e^{T d}\right)\right)-c T d e^{T d}\|x\|_{\mathcal{C}}\right) .
\end{aligned}
$$

Therefore,

$$
\int_{0}^{T}\left\langle\nabla V_{\mu}(x(t)), g(t)\right\rangle d t>0
$$

provided

$$
\begin{equation*}
0<\|x\|_{\mathcal{C}}<\frac{|\mu|\left(2-c\left(1+T d e^{T d}\right)\right)}{c T d e^{T d}}=\frac{\varepsilon\left(2-c\left(1+T d e^{T d}\right)\right)}{c T d e^{T d}} \tag{14}
\end{equation*}
$$

Thus, $V_{\mu}$ is a family of local integral guiding functions for problem (11) at $(0,0)$.
For each $\varepsilon>0$, choose $\delta_{\varepsilon}$ such that

$$
\delta_{\varepsilon}=\frac{1}{2} \frac{\varepsilon\left(2-c\left(1+T d e^{T d}\right)\right)}{c T d e^{T d}}
$$

Set $O_{\varepsilon}=B^{4}\left(0, \sqrt{\varepsilon^{2}+\delta_{\varepsilon}^{2}}\right)$ and consider the map

$$
\begin{gathered}
\widetilde{V_{\varepsilon}}: \overline{O_{\varepsilon}} \rightarrow \mathbb{R}^{3}, \\
\widetilde{V_{\varepsilon}}(w, \mu)=\left\{-\nabla V_{\mu}(w), \varepsilon^{2}-|\mu|^{2}\right\} \\
=\left\{-\left(2 \mu_{1} w_{1}+2 \mu_{2} w_{2}\right),-\left(2 \mu_{2} w_{1}-2 \mu_{1} w_{2}\right), \varepsilon^{2}-|\mu|^{2}\right\},
\end{gathered}
$$

Let us show that $i n d V_{\mu} \neq 0$. Toward this goal, consider the following continuous map

$$
\begin{gathered}
H: \overline{O_{\varepsilon}} \times[0,1] \rightarrow \mathbb{R}^{3} \\
H(w, \mu, \lambda)=\left\{-\nabla V_{\mu}(w), \lambda|w|^{2}+(1-\lambda) \varepsilon^{2}-|\mu|^{2}\right\} .
\end{gathered}
$$

Assume that there exists $(w, \mu, \lambda) \in \partial O_{\varepsilon} \times[0,1]$ such that $H(w, \mu, \lambda)=0$, then we have

$$
\left\{\begin{array}{l}
-\nabla V_{\mu}(w)=0 \\
\lambda|w|^{2}-|\mu|^{2}=(\lambda-1) \varepsilon^{2} \\
|w|^{2}+|\mu|^{2}=\varepsilon^{2}+\delta_{\varepsilon}^{2}
\end{array}\right.
$$

From the second and third equations of the above system it follows that

$$
|w|^{2}=\frac{\lambda \varepsilon^{2}+\delta_{\varepsilon}^{2}}{1+\lambda} \quad \text { and } \quad|\mu|^{2}=\frac{\varepsilon^{2}+\lambda \delta_{\varepsilon}^{2}}{1+\lambda}
$$

Therefore, $w$ and $\mu$ are non-zero elements in $\mathbb{R}^{2}$. That contradicts to the first equation of the system. Thus, $H$ is a homotopy connecting the maps $\widetilde{V_{\varepsilon}}=H(\cdot, \cdot, 0)$ and $H(\cdot, \cdot, 1)$. By the homotopy invariance property of the topological degree we obtain

$$
\operatorname{deg}\left(\widetilde{V_{\varepsilon}}, \overline{O_{\varepsilon}}\right)=\operatorname{deg}\left(H(\cdot, ; 1), \overline{O_{\varepsilon}}\right)
$$

On the other hand, the map $H(\cdot, \cdot, 1): \mathbb{R}^{4} \rightarrow \mathbb{R}^{3}$ vanishes only at $(0,0)$ and the restriction $h=-H(\cdot, \cdot, 1)_{\left.\right|_{S^{3}}}: S^{3} \rightarrow S^{2}$ is the Hopf fibration (see, e.g. [18]). Hence,

$$
\operatorname{deg}\left(H(\cdot,, 1), \overline{O_{\varepsilon}}\right)=\operatorname{deg}\left(H(\cdot,, 1), \overline{B^{4}}\right)=\operatorname{deg}\left(-h, \overline{B^{4}}\right)=\Sigma[-h] \neq 0
$$

where $\Sigma$ is defined in Example 1.
Therefore, $(0,0)$ is a bifurcation point for solutions of (9). Moreover, from the fact that relation (14) holds true for all $\varepsilon>0$ it follows that $(0,0)$ is the unique bifurcation point for solutions of (9). Now, the application of Theorem 1 ends the proof.
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