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Abstract. Some iteration processes of Mann and Ishikawa type with error has been dis-

cussed to approximate solution of equation Tx = f , where T is locally strongly H - accretive

mapping [18] on uniformly smooth Banach space X. This extends an earlier result of Liu [9]

on iterative processes with errors. We also extend a result of Weng [20] on iterative processes

of dissipative type mappings.
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1. Introduction

In recent literature interests have been generated to deal with iteration
processes which approximates fixed points of nonlinear mappings in a Banach
Space with special emphasis on Mann and Ishikawa type of processes. In [10]
Liu extended these ideas to deal with Mann and Ishikawa type of processes
with errors.

Browder [1] and Kato [8] have introduced the concept of accretive operators
to establish that the initial value problem:

du

dt
+ Tu = 0, u(0) = u0
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is solvable if T is locally Lipschitzian and m-accretive [3,6], strongly accre-
tive [2,14] and continuous accretive [11,15,16] operators. In [9] Liu dealt with
strongly accretive operators, and proved that when E is a uniformly smooth
Banach space and T : K → K is a strongly accretive mapping where K is
a nonempty closed convex and bounded subset of E then both Mann and
Ishikawa iteration with errors could be used to approximate the unique solu-
tion of the equation Tx = f. We extend this result of Liu to cover a new class
called local strongly H-accretive operators which include all strongly accretive
operators. In fact, it was earlier introduced by Sharma and Thakur [18] for
dealing with ordinary iteration processes. In the concluding section we also
include a generalization of a result of Weng [20] for dissipative mappings to ap-
proximate unique solution of Tx = f and this scheme involves Mann Iteration
process with errors.

Let D be a nonempty subset of a Banach space X. Recall that a mapping
T : D → X is said to be strictly pseudo-contractive if there exists a constant
t > 1 such that the inequality

‖ x− y ‖ ≤ ‖ (1 + r)(x− y)− rt(Tx− Ty) ‖, (1)

holds for all x, y ∈ D and r > 0.

Let X be a Banach space with norm ‖ . ‖ and dual X∗. Let < ., . > denote
the generalized duality pairing. For 1 < p < ∞, the mapping Jp : X → 2X∗

defined by
Jp(x) =

{
f∗ ∈ X∗ : Re < x, f∗ > = ‖ f∗ ‖‖ x ‖, ‖ f∗ ‖=‖ x ‖p−1

}
,

is called the duality mapping with gauge function φ(t) = tp−1, particularly,
the duality mapping with gauge function φ(t) = t, denoted by J is referred
to as normalized duality mapping. In fact that Jp(x) =‖ x ‖p−1 J(x) for
x ∈ X, x 6= 0 and 1 < p < ∞ (cf. [19,21,23]). A mapping T with domain D(T)
and range R(T) in X is said to be accretive if for all x, y ∈ D(T ) and r > 0
there holds the inequality

‖ x− y ‖ ≤ ‖ x− y − r(Tx− Ty) ‖ . (2)

T is accretive iff for any x, y ∈ D(T ), there is j ∈ J(x− y) such that

Re < Tx− Ty, j > ≥ 0. (3)
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Let D be a nonempty subset of Banach space X. Recall that a mapping
T : D → X is said to be strongly accretive if there exists a real number k > 0
such that for every x, y ∈ D,

Re < Tx− Ty, j > ≥ k ‖ x− y ‖2 (4)

holds for some j ∈ J(x− y), or equivalently, there exists a real number k > 0
such that for every x, y ∈ D,

Re < Tx− Ty, jp > ≥ k ‖ x− y ‖p (5)

holds for some jp ∈ Jp(x − y). Without loss of generality, we assume that
k ∈ (0, 1). In particular, Deimling [4] proved that if X is uniformly smooth
Banach space and T : X → X is strongly accretive and semicontinuous, then
for each f ∈ X, the equation Tx = f has a solution in X.

Let D be a nonempty subset of a Banach Space X. A mapping T : D → D

is said to be a local strongly H-accretive if for each x ∈ D(T ) and p ∈ F (T ),
where F(T) is the nonempty fixed point set of T, there exists j ∈ J(x − p)
such that

< Tx− p, j > ≥ kp ‖ x− p ‖2 (6)

for some kp > 0, ( assume kp ∈ (0, 1)).
Now let D be a nonempty closed convex subset of a Hilbert space H, with

inner product < ., . > and let T : D(T ) ∈ H, then T is said be locally
dissipative type at a fixed point p if

Re < Tx− p, x− p > ≤ Cp ‖ x− p ‖2 (7)

where Cp < 1 and x, p ∈ D(T ). Moreover, if {Cn} ⊂ (0, 1] satisfies the following
conditions:

lim
n→∞

Cn = 0,

∞∑
n=0

Cn = ∞,

then the recursion

xn+1 = (1− Cn)xn + CnT (xn), x0 ∈ D

will converge to x̄.

Dunn [5] and Rhoades and Saliga [17] further introduced the weaker version
of (7),

Re < ξ − x̄, x− x̄ > ≤ Cp ‖ x− x̄ ‖2

for some x̄ ∈ D(T ), Cp < 1 and for all x ∈ D(T ), ξ ∈ Tx.
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Also, Dunn [5] showed that if x ∈ T (x) then x = x̄. So that T can have at
most one fixed point. Moreover, if {xn} is a sequence in D(T) satisfying

xn+1 = (1− Cn)xn + Cn ξn

where ξn ∈ T (xn), with {Cn} ⊂ (0, 1] satisfying
∞∑

n=0

Cn = ∞,
∞∑

n=0

C2
n < ∞

then {xn} strongly converges to x̄.

In this paper we introduce the iterative solutions to the equation Tx = f,

in the case when T is Lipschitzian and local strongly H-accretive which we
shall define soon.

Let us first recall the following two iteration processes due to Mann [12] and
Ishikawa [7], respectively. Here X is taken to be uniformly smooth.
(I) The Mann iteration process [12] is defined as follow: for a convex subset C
of a Banach space X and a mapping T : C → C, then the sequence {xn} ∈ C

is defined by x0 ∈ C,

xn+1 = (1− Cn)xn + CnTn, n ≥ 0

where {Cn} is a real sequence satisfying c0 = 1, 0 < cn ≤ 1, for all n ≥ 1 and∑∞
n=0 Cn = ∞.

(II) The Ishikawa iteration process in [21] is defined as follows:
With X and C as above, the sequence {xn} ∈ C is defined by x0 ∈ C,

xn+1 = (1− αn)xn + αnTyn,

yn = (1− βn)xn + βnTxn, n ≥ 0,

where {αn} and {βn} are two sequences in (0,1] satisfying the conditions 0 ≤
αn ≤ βn ≤ 1 for all n,

lim
n→∞

βn = 0

and
∞∑

n=0

αn βn = ∞.

Now we introduce the following concept of the Ishikawa iteration process
with errors.
(III) The Ishikawa iteration process with errors is defined as follows:
for a nonempty subset K of a Banach space X and a mapping T : K → X, the
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sequence {xn} in K is defined by
x0 ∈ K,

xn+1 = (1− αn)xn + αnTyn + un,

yn = (1− βn)xn + βnTxn + vn, n ≥ 0,

where {un} and {vn} are two summable sequences in X. i.e.,
∞∑

n=0

‖ un ‖< ∞,
∞∑

n=0

‖ vn ‖< ∞

and {αn} and {βn} are two sequences in [0,1] satisfying certain restrictions.
Recently, Chidume [2] proved that if X = Lp (or lp) for p ≥ 2, then the

Mann iteration process converges strongly to a solution of equation Tx = f

when T is Lipschitzian and strongly accretive.
1.2. Let X be an arbitrary Banach space. Recall that the modulus of smooth-
ness ρx(.) of X is defined by

ρx(τ) =
1
2

sup {‖ x + y ‖ + ‖ x− y ‖ −2 : x, y ∈ X, ‖ x ‖= 1, ‖ y ‖≤ τ} , τ > 0

and that X is said to be uniformly smooth if limτ→0
ρx(τ)

τ = 0. Recall that for
a real number p > 1, a Banach space X is said to be p -uniformly smooth if
ρx(τ) ≤ dτp for τ > 0, where d > 0 is constant. In Xu and Roach [22] for a
Hilbert space H, ρH(τ) = (1 + τ2)1/2− 1 and hence H is 2 -uniformly smooth,
while if 2 ≤ p < ∞, Lp(lp) is 2-uniformly smooth. In [21,22], X is uniformly
smooth iff Jp is single valued and uniformly continuous on any bounded subset
of X, X is uniformly convex (smooth) iff X∗ is uniformly smooth (convex).

We define for positive t,

b(t) = sup

{
(‖ x + ty ‖2 − ‖ x ‖2)

2
− 2Re < y, J(x) >:‖ x ‖≤ 1, ‖ y ‖≤ 1

}
.

Clearly b : (0,∞) → [0,∞) is nondecreasing, continuous and b(ct) ≤ cb(t), for
all c ≥ 1 and t > 0.

Also following Lemmas are needed to prove our results:
Lemma 1. [15] Suppose that X is a uniformly smooth Banach space and b(t)
is defined as above. Then limt→0+ b(t) = 0 and

‖ x + y ‖2 ≤ ‖ x ‖2 +2Re < y, J(x) > +max {‖ x ‖, 1} ‖ y ‖ b(‖ y ‖)

for all x, y ∈ X.
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Proof. The proof is same as in Reich [15], proved for a real uniformly smooth
Banach space.

We also need the following Lemma for our results.
Lemma 2. [9] Let {an} , {bn} and {cn} be three nonnegative real sequences
satisfying

an+1 ≤ (1− tn)an + bn + cn

with

{tn} ⊂ [0, 1],
∞∑

n=0

tn = ∞, bn = 0(tn)

and
∞∑

n=0

cn < ∞.

Then
lim

n→∞
an = 0.

For proof one can see Weng [20].

2. The Ishikawa iteration process with errors

In this section we study the Ishikawa iteration process with errors and prove
that if X is uniformly smooth Banach space and T : X → X is a Lipschitzian
local strongly H-accretive mapping, then the Ishikawa iteration process with
errors converges strongly to the unique solution of the equation Tx = f.

Theorem 1. Let X be a uniformly smooth Banach space. Let T : X → X be
a Lipschitzian local strongly H-accretive operator with a constant kp ∈ (0, 1)
and a Lipschitz constant L ≥ 1. Define S : X → X by Sx = f + x− Tx. Let
{un} , {vn} be two summable sequences in X and let {αn} , {βn} be two real
sequences in [0,1] satisfying:

(i) lim
n→∞

αn = 0,
∞∑

n=0

αn = ∞.

(ii) lim
n→∞

sup βn <
kp

L2 − kp
.

For arbitrary x0 ∈ X, the iteration sequence {xn} is defined by

xn+1 = (1− αn)xn + αnSyn + un,

yn = (1− βn)xn + βnSxn + vn, n ≥ 0. (8)
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Moreover, suppose that the sequence {Syn} is bounded, then {xn} converges
strongly to the unique solution q of the equation Tx = f.

Proof. The solution of equation Tx = f follows from Morales [13]. Let q
denotes the solution of Tx = f and the uniqueness from the local strongly
H-accretiveness of T.
Now set,

d = sup {(‖ Syn − q ‖: n ≥ 0)+ ‖ x0 − q ‖} ,

M = d +
∞∑

n=0

‖ un ‖ +1. (9)

For any n ≥ 0, using induction, we obtain

‖ xn − q ‖≤ d +
n−1∑
i=0

‖ ui ‖, n ≥ 0,

hence,
‖ xn − q ‖≤ M, n ≥ 0 (10)

Now from (4), (8) and (10), we have
Re < yn − q, J(xn − q) >

= Re < xn + βnf − βnTxn + vn − q, J(xn − q) >

= −βnRe < Txn − Tq, J(xn − q) > +Re < xn − q, J(xn − q) >

+Re < vn, J(xn − q) >

≤ −kpβn ‖ xn − q ‖2 + ‖ xn − q ‖2 + ‖ vn ‖‖ xn − q ‖

≤ (1− kpβn) ‖ xn − q ‖2 +M ‖ vn ‖ . (11)

Again from (4), (8) and (11), we have

Re < Syn − q, J(xn − q) >

= Re < Tq + yn − Tyn − q, J(xn − q) >

= Re < Txn − Tyn, J(xn − q) > −Re < Txn − Tq, J(xn − q) >

+Re < yn − q, J(xn − q) >

≤ L ‖ yn − xn ‖‖ xn − q ‖ −kp ‖ xn − q ‖2 +(1− kpβn) ‖ xn − q ‖2 +M ‖ vn ‖

= L ‖ βn(Tq − Txn) + vn ‖‖ xn − q ‖ +(1− kp − kpβn) ‖ xn − q ‖2 +M ‖ vn ‖

= L2βn ‖ xn − q ‖2 +L ‖ vn ‖‖ xn − q ‖ +(1− kp − βn) ‖ xn − q ‖2 +M ‖ vn ‖

≤ (1− kp − kpβn + L2βn) ‖ xn − q ‖2 +M(L + 1) ‖ vn ‖ . (12)
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It then follows from (8),(9), (12) and Lemma 1 that

‖ xn+1 − q ‖2=‖ (1− αn)(xn − q) + αn(Syn − q) + un ‖2

=‖ (1− αn)(xn − q) + αn(Syn − q) ‖2

+2Re < un, J(1− αn)(xn − q) + αn(Syn − q) >

+max {‖ (1− αn)(xn − q) + αn(Syn − q) ‖, 1} ‖ un ‖ b(‖ un ‖)

≤ (1− αn)2 ‖ (xn − q) ‖2 +2αn(1− αn)Re < (Syn − q), J(xn − q) >

+max {(1− αn) ‖ xn − q ‖, 1}αn ‖ Syn − q ‖ b(αn ‖ Syn − q ‖)

+2 ‖ un ‖‖ (1− αn)(xn − q) + αn(Syn − q) ‖ +Mb(M) ‖ un ‖

≤ [(1− αn)2 + 2αn(1− αn)(1− kp − kpβn + L2βn)] ‖ xn − q ‖2

+2αn(1− αn)(L + 1)M ‖ vn ‖ +M3αnb(αn) + [2M + Mb(M)] ‖ un ‖

≤ [(1− αn)2 + 2αn(1− αn)(1− kp − kpβn + L2βn)] ‖ xn − q ‖2

+M3αnb(αn) + [LM + 2M + Mb(M)](‖ un ‖ + ‖ vn ‖).

By assumption (II) on the sequence {βn} , there exists δ ∈ (0, 2k) and a
natural number N ≥ 1 such that
L(L2 − kp)βn < kp − δ/2, for n ≥ N.

Consequently, we have

‖ xn+1 − q ‖2≤ [(1− αn)2 + 2αn(1− αn)(1− δ/2)] ‖ xn − q ‖2

M3αnb(αn) + [LM + 2M + Mb(M)](‖ un ‖ + ‖ vn ‖)

= (1− δαn − α2
n + δα2

n) ‖ xn − q ‖2 +M3αnb(αn)

+[LM + 2M + Mb(M)](‖ un ‖ + ‖ vn ‖)

≤ (1− δαn) ‖ xn − q ‖2 +αn[M2δαn + M3b(αn)]

+[LM + 2M + Mb(M)](‖ un ‖ + ‖ vn ‖)

for n ≥ N. We set an =‖ xn − q ‖2, tn = δαn, bn = αn[M2δαn + M3b(αn)]
and cn = [LM + 2M + Mb(M)](‖ un ‖ + ‖ vn ‖). Then the above inequality
reduces to

an+1 ≤ (1− tn)an + bn + cn, n ≥ N.

Observe that limt→0+ b(t) = 0 and limt→∞ an = 0, so that limt→∞ b(αn) = 0.

It follows from Lemma 2 that limt→∞ an = 0, so that {xn} converges strongly
to the unique solution q of the equation Tx = f.
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Corollary 1. Let X be a p - uniformly smooth Banach space with 1 < p < ∞
and let T : X → X be a Lipschitzian local strongly H - accretive operator with
a constant k ∈ (0, 1) and a Lipschitzian constant L ≥ 1. Define S : X → X

by Sx = f + x− Tx. Let {un}, {vn} be two summable sequences in X and let
{αn} , {βn} be two real sequences in [0,1] satisfying

(i) lim
n→∞

αn = 0,

∞∑
n=0

αn = ∞

and

(ii) lim
n→∞

sup βn <
kp

L2 − kp
.

Then for each x0 ∈ X, the iteration sequences {xn} is defined by

xn+1 = (1− αn)xn + αnSyn + un,

yn = (1− βn)xn + βnSxn + vn, n ≥ 0, (13)

Proof. The proof of the corollary is on the lines of Theorem 1.

3. The Mann iteration process with errors

In this section we study the Mann iteration process with errors and prove
that if X is a uniformly smooth Banach space and T : X → X is a locally dis-
sipative type mapping, then the Mann iteration process with errors converges
strongly to the unique solution of the equation Tx = f.

Theorem 2. Let D be a uniformly smooth Banach space of X. Let T :
D(T ) → 2D be a locally dissipative type operator with a constant k ∈ (0, 1).
Define S : X → X by Sx = f + x− Tx.

Let {un} be a summable sequence in X, and {αn} be a real sequence in
[0,1] satisfying limn→∞ αn = 0, and

∑∞
n=0 αn = ∞. For arbitrary x0 ∈ X, the

iteration sequence {xn} is defined by

xn+1 = (1− αn)xn + αnSxn + un, n ≥ 0.

Moreover, suppose that the sequence {Syn} is bounded. Then {xn} converges
strongly to the unique solution q of the equation Tx = f.

Proof. Let q be a fixed point of T. For T is a locally dissipative type mapping,
we have

Re < Tx− q, j(x− q) >≤ Cq ‖ x− q ‖2 .
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Here, Sx = f − Tx + x

Now,

< Sx− Sq, j(x− q) >= Re < f − Tx + x− f + Tq − q, j(x− q) >

= Re < Tq − Tx, j(x− q) > +Re < x− q, j(x− q) >

≤ Cq ‖ x− q ‖2 + ‖ x− q ‖2

≤ (Cq + 1) ‖ x− q ‖2 (14)

Now, set d = sup {‖ Sxn − q ‖: x ≥ 0}+ ‖ x0 − q ‖

M = d +
∞∑

n=0

‖ un ‖ +1

for n ≥ 0, applying induction, we have

‖ xn − q ‖ ≤ d +
n−1∑
i=1

‖ ui ‖, n ≥ 0

and hence ‖ xn − q ‖≤ M, n ≥ 0.

Now, set
βn =‖ xn − q ‖2 (15)

Because Cn → 0, it is easy to show that there exists an integer N ≥ 1 such
when n ≥ N , then

[1− (1− (Cq + 1))Cn]2 + d2Cnβ(Cn) ≤ 1.

Let B = max {βi : 1 ≤ i ≤ N, 1} . First we want to show that βn ≤ B2 and

βn+1 ≤ [1− (1− (cq + 1))Cn]2 + B2d2Cnβ(Cn).

From (8), (9), (14) and Lemma 1 for any n ≥ 0, we have

βn+1 = ‖ xn+1 − q ‖2

≤ ‖ (1− Cn)(xn − q) + Cn(Sxn − q) + un ‖2

≤ ‖ (1− Cn)(xn − q) + Cn(Sxn − q) ‖2

+2Re < un, J(1− Cn)(xn − q) + Cn(Sxn − q)) >

+max {‖ (1− Cn)(xn − q) + Cn(Sxn − q) ‖, 1} ‖ un ‖ b(‖ un ‖)
≤‖ (1− Cn)2 ‖‖ (xn − q) ‖2 +2Cn(1− Cn)Re < Sxn − q, J(xn − q) >

+max {(1− Cn) ‖ (xn − q) ‖, 1}Cn ‖ (Sxn − q) ‖ b(Cn ‖ (Sxn − q) ‖)
+2 ‖ un ‖‖ (1− Cn)(xn − q) + Cn(Sxn − q) ‖ +Mb(M) ‖ un ‖
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≤ (1− Cn)2 ‖ (xn − q) ‖2 +2Cn(1− Cn)(Cq + 1) ‖ (xn − q) ‖2

+max
{
‖ xn − q ‖2, 1

}
d2Cnb(Cn) + 2 ‖ un ‖‖ (xn − q) ‖ +Mb(M) ‖ un ‖

≤
{
(1− Cn)2 + 2Cn(1− Cn)(Cq + 1)

}
‖ xn − q ‖2

+max
{
‖ xn − q ‖2, 1

}
d2Cnb(Cn) + 2M ‖ un ‖ +Mb(M) ‖ un ‖

{1− Cn(1− (Cq + 1))}2 + ‖ xn − q ‖2

+B2d2Cnb(Cn) + {2M + Mb(M)} ‖ un ‖,

for n ≥ M, by the definition of number B, we have

βn ≤ B2.

For n ≥ N, we apply induction;
Assume βn ≤ B2, then

βn+1 ≤ {1− Cn(−(Cq + 1))}2 βn + B2d2Cnb(Cn) + {2M + Mb(M)} ‖ un ‖ .

For n > N, we set an = βn, tn = Cn(1− (Cq + 1)), bn = B2d2Cnb(Cn) and

Cn = {2M + Mb(M)} ‖ un ‖ .

Then the above inequality reduces to

an+1 ≤ (1− tn)2an + bn + cn, n ≥ N.

Observe that limn→0+ b(t) = 0 and limn→∞ αn = 0. It follows from Lemma 2
that limn→∞ an = 0, so that {xn} converges strongly to the unique solution q
of the equation Tx = f.
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