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1. Introduction

Let (X, d) be a metric space and f : Xk → X. For x̄ = (x0, . . . , xk−1) ∈ Xk, we
can construct the sequences

(1)

y0 = f(x0, . . . xk−1),
y1 = f(y0, . . . , y0),
...............................
yn+1 = f(yn, . . . , yn).

(2) xn+k = f (xn, . . . , xn+k−1) , n ∈ N.

(3)
f̃ : X → X

f̃ (x) = f (x, . . . , x))

(4) Af : Xk → Xk

(u1, . . . , uk) 7−→ (u2, . . . , uk, f(u1, . . . , uk)) .

For (1) and for (2) we have:

yn+1 = f̃n (y0)
(xn+1, . . . , xn+k) = An

f (x0, . . . , xk−1)

Definition 1.1. (I.A. Rus [8]). Let (X,d) be a metric space. An operator A : X → X
is (uniformly) Picard operator (PO) if ∃ x∗ ∈ X sucht that:
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(a) FA = {x∗},
(b) (An(x))n∈N converges (uniformly) to x∗, ∀ x ∈ X.

Definition 1.2. (I.A. Rus [8]). Let (X,d) be a metric space. An operator A : X → X
is (uniformly) weakly Picard operator (WPO) if:

(a) the sequence (An(x))n∈N converges (uniformly), ∀ x ∈ X,
(b) the limit (which may depend on x) is a fixed point of A.

If A is weakly Picard operator then we consider the following operator:

A∞ : X → X,
A∞(x) = limn→∞An(x).

Definition 1.3. (I.A. Rus [5]) Let (X,d) be a metric space. An operator A : X → X
is c-(uniformly) weakly Picard operator (c-WPO) if:

(a) A is (uniformly) weakly Picard;
(b) ∃ c > 0 such that.:

(5) d (x,A∞(x)) ≤ c · d (x,A(x)) ,

∀ x ∈ X.

2. Comparison functions and (c)-comparison function

Definition 2.1. (I.A. Rus [7]). A function ϕ : R+ → R+ is called comparison
function if:

(a) ϕ is monotone increasing:
(b) (ϕn(t))n∈N converges to 0, as n →∞, ∀ t.

We are interested to find that comparison functions which satisfies the condition:

(6)
∞∑

k=0

ϕk(t) < ∞.

V. Berinde in [2] give a necessary and sufficient result for the convergence of the
series of decreasing positive terms. Using this result he introduce the following notion:

Definition 2.2. (V. Berinde [1], [2]) A function ϕ : R+ → R+ is called (c)-
comparison function if the following condition hold:

(a) ϕ is monotone increasing:
(b) there exist two numbers k0, α, 0 < α < 1, and a conv. series of nonnegative

terms
∞∑

i=0

vk such that.:

ϕk+1(t) ≤ αϕk(t) + vk, ∀t and k ≥ k0

Theorem 2.1. (V. Berinde [1], [3]) If ϕ : R+ → R+ is a (c)-comparison function
then:

(i) ϕ(t) < t, for each t > 0;
(ii) ϕ is continuous in 0;
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(iii) the series
∞∑

k=0

ϕk(t) converges ∀ t ∈ R+;

(iv) the sum of the series (1), s(t), is monotone increasing and continous in 0;
(v) (ϕn(t))n∈N converges to 0, as n →∞, ∀ t.

Definition 2.3. (V. Berinde [1], [3])ϕ : Rk
+ → R+ is called a k-dimensional (c)-

comparison function if:
(a) ϕ (u) ≤ ϕ (v) , ∀ u, v ∈ Rk, u ≤ v;
(b) ψ : R+ → R+ define by ψ (t) = ϕ (t, . . . , t) is a (c)-comparison function.

3. Fixed point theorems

In this section we present some general fixed point theorems for the operator defined
on cartesian product spaces.

Theorem 3.1. (M. A. Şerban [11]) Let (X, d) be a complete metric space, f : Xk →
X. Suppose that

(i) ∃ ϕ1 : Rk
+ → R+ k-dimensional (c)-comparison function such that.:

(7) d (f (f(x̄), . . . , f(x̄)) , f(x̄)) ≤ ϕ1 (d(x1, f(x̄)), . . . , d(xk, f(x̄)))

x̄ = (x1, . . . , xk) ∈ Xk;
(ii) ∃ ϕ2 : R5k

+ → R+ continuous function such that.

(8)

d (f(x̄), f(ȳ)) ≤ ϕ2(d(x1, f(x̄)), . . . , d(xk, f(x̄)),
d(y1, f(ȳ)), . . . , d(yk, f(ȳ)),
d(x1, f(ȳ)), . . . , d(xk, f(ȳ)),
d(y1, f(x̄)), . . . , d(yk, f(x̄)),
d(x1, y1), . . . , d(xk, yk)),

∀ x̄ = (x1, . . . , xk), ȳ = (y1, . . . , yk) ∈ Xk;

(iii) for r ∈ R+, if: r ≤ ϕ2


0, . . . , 0︸ ︷︷ ︸

k

, r, . . . , r︸ ︷︷ ︸
2k

, 0, . . . , 0︸ ︷︷ ︸
2k


 then r = 0.

Then:
(a) f̃ : X → X, defined by (3), is WPO and:

(9) d
(
f̃n (x) , f̃∞(x)

)
≤ ψn

(
τd(x,f̃(x))

)
, ∀x ∈ X,

where ψ (t) = ϕ2 (t, t, . . . , t), τd(x,f̃(x)) = sup
{

t : t− ψ(t) ≤ d(x, f̃(x))
}
;

(b) f̃ : X → X is c-WPO with constant:

c = τd(x,f̃(x)).

If, additionaly, the following condition holds
(iv) for r ∈ R+, if :

(10) r ≤ ϕ2


0, . . . , 0︸ ︷︷ ︸

2k

, r, . . . , r︸ ︷︷ ︸
3k


 then r = 0.
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then f̃ is Picard and c-Picard operator.

Proof. We consider the sequence (yn)n∈N, defined by (1), and we have that

yn = f̃n(y0).

Condition (7) implies that

d
(
f̃2 (x) , f̃(x)

)
≤ ψ

(
d(x, f̃(x))

)
,

for any x ∈ X. Therefore we obtaine that:

(11) d (yn, yn+p) ≤ ψn
(
τd(y0,y1)

)
,

which shows that (yn)n∈N is fundamental, so is convergent to a point x∗ ∈ X.
We’ll proof that x∗ ∈ Ff . We have

d (x∗, f(x∗, . . . , x∗)) ≤ d (x∗, yn) + d (yn, f(x∗, . . . , x∗)) ≤
≤ d (x∗, yn) + ϕ2(d(yn−1, yn), . . . , d(yn−1, yn),

d(x∗, f(x∗, . . . , x∗)), . . . , d(x∗, f(x∗, . . . , x∗)),
d(yn−1, f(x∗, . . . , x∗)), . . . , d(yn−1, f(x∗, . . . , x∗)),
d(x∗, yn), . . . , d(x∗, yn), d(x∗, yn−1), . . . , d(x∗, yn−1)),

making n →∞ we obtaine:

d (x∗, f(x∗, . . . , x∗)) ≤

≤ ϕ2


(0, . . . , 0︸ ︷︷ ︸

k

, d (x∗, f(x∗, . . . , x∗)) , . . . , d (x∗, f(x∗, . . . , x∗))︸ ︷︷ ︸
2k

, 0, . . . , 0︸ ︷︷ ︸
2k




which implies d (x∗, f(x∗, . . . , x∗)) = 0. The estimation (9) can be obtained from (11)
making p →∞.

The fact that f̃ is c-WPO can be deduced from the (9) choosing n = 0.
Using condition (iv) we obtaine the uniqueness of the fixed point and therefore

that f̃ is Picard and c-Picard operator. ¤

Theorem 3.2. Let (X, d) be a complete metric space, f : Xk → X . Suppose that ∃
ϕ : Rk

+ → R+ such that.:

(i) ϕ k-dimensional (c)-comparison function;
(ii) ∀ x0, . . . , xk−1, xk ∈ X we have

(12)
d (f(x0, . . . , xk−1), f(x1, . . . , xk)) ≤
≤ ϕ (d(x0, x1), . . . , d(xk−1, xk)) ;

(iii) ∀ r ∈ R+ we have:

ϕ (r, 0, . . . , 0) + ϕ (0, r, 0, . . . , 0) + . . . + ϕ (0, . . . , 0, r) ≤ ϕ (r, . . . , r) .

Then:
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(a) operator f̃ : X → X, defined by (3), is PO:

d (yn, x∗) ≤
∞∑

i=n

ψi (d (y0, y1)) ,

where (yn)n∈N is defined by (1), ∀ x̄ = (x0, . . . , xk−1) ∈ Xk and ψ : R+ → R+,

ψ(r) = ϕ (r, . . . , r) .

(b) operator Af : Xk → Xk, defined by (4), is PO and:

(13) d (xn, x∗) ≤ k ·
∞∑

i=0

ψ[n
k ]+i (d0) ,

where (xn)n∈N is defined by (2), d0 = max {d (x0, x1) , . . . , d(xk−1, xk)};
(c) if ψ is positive semihomogeneouse =⇒ f̃ is c-PO with

c =
∞∑

i=0

ψi (1) ;

(d) if ψ is positive semihomogeneouse =⇒ Af , is c-PO with

c = k ·
∞∑

i=0

ψi (1) .

Proof. (a) Using conditions (ii) şi (iii) we obtaine:

d
(
f̃(x), f̃(y)

)
= d (f(x, . . . , x), f(y, . . . , y)) ≤

≤ d (f(x, . . . , x), f(x, . . . , x, y)) + . . . + d (f(x, y, . . . , y), f(y, . . . , y)) ≤
≤ ϕ (0, . . . , 0, d (x, y)) + ϕ (0, . . . , 0, d (x, y) , 0) + . . . + ϕ (d (x, y) , 0, . . . , 0) ≤
≤ ϕ (d (x, y) , . . . , d (x, y))) = ψ (d (x, y))) ,

for any x, y ∈ X, which proves that f̃ : X → X is a ψ−contraction with ψ a (c)-
comparison function. This implies that Ff̃ = Ff = {x∗} and f̃ is a Picard operator
(see V. Berinde [2]).

(b) We consider the sequence (xn)n∈N, defined by (2). From condition (ii) we have

d (xk, xk+1) = d (f(x0, . . . , xk−1), f(x1, . . . , xk)) ≤ ϕ (d0, . . . , d0) < d0

d (xk+1, xk+2) = d (f(x1, . . . , xk), f(x2, . . . , xk+1)) ≤
≤ ϕ (d(x1, x2), . . . , d(xk, xk+1)) ≤ ϕ (d0, . . . , ψ(d0)) ≤
≤ ϕ (d0, . . . , d0) < d0

.........................................................................................................

d (x2k−1, x2k) ≤ ϕ (d(xk−1, xk), . . . , d(x2k−2, x2k−1)) ≤
≤ ϕ (d0, ψ(d0), . . . , ψ(d0)) < d0

d (x2k, x2k+1) ≤ ϕ (d(xk, xk+1), . . . , d(x2k−1, x2k)) ≤
≤ ϕ (ψ(d0), ψ(d0), . . . , ψ(d0)) = ψ2(d0) < ψ(d0)
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We can prove by induction that:

d (xn, xn+1) ≤ ψ[n
k ](d0) < ψ[n

k ]−1(d0), n ≥ k,

and thus:

d (xn+p, xn) ≤ k ·
∞∑

i=0

ψ[n
k ]+i(d0), n ≥ k, p ∈ N,

which implies that (xn)n∈N is Cauchy sequence, so it is convergent. Let x∗ = lim
n→∞

xn,

using condition (ii) and the fact that function ϕ is continuous in 0 we obtaine x∗ ∈ Ff ,
the uniqueness of x∗ can be deduced from condition (iii). The fact that the sequence
(xn)n∈N is convergent to the unique fixed point of the operator f implies that the
sequence (yn)n∈N ⊂ Xk, defined by

y0 = (x0, x1,..., xk−1)
y1 = (x1, x2,..., xk)
................................
yn = (xn, xn+1 . . . , xn+k−1) ,

is convergent to the unique fixed point of the operator Af : Xk → Xk, so Af is a
Picard operator.

(c) The conclusion (c) can be obtained from the conlusion that f̃ is a ψ−contraction
and ψ a (c)-comparison function positive semihomogeneouse.

(d) To prove that Af : Xk → Xk is a c-Picard operator we consider the metric
space

(
Xk, σ

)
where

σ ((x1, . . . , xk), (y1, . . . , yk)) = max {d (x1, y1) , . . . , d (xk, yk)} .

For y0 = (x0, . . . , xk−1) and y∗ = (x∗, . . . , x∗) we have:

σ
(
y0, y∗

)
= max {d (x1, x

∗) , . . . , d (xk−1, x
∗)}

Using relation (13) we obtaine:

σ
(
y0, y∗

) ≤ k · max
j=0,k−1

{ ∞∑

i=0

ψ[ j
k ]+i (d0)

}
= k ·

∞∑

i=0

ψi (d0) .

Since ψ is positive semihomogeneouseeste then:

σ
(
y0, y∗

) ≤ k ·
∞∑

i=0

ψi (1) · d0 = k ·
∞∑

i=0

ψi (1) · σ (
y0, Af (y0)

)
,

thus operator Af is a c-Picard operator with c = k ·
∞∑

i=0

ψi (1).¤
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4. Data dependence of the fixed point set

In this section we present some results concerning data dependence of the fixed
point set for two operators f1, f2 : Xk → X from the perspective of I.A.Rus, S.
Mureşan result.

Theorem 4.1. (I.A.Rus, S. Mureşan [6]) Let (X, d) be a metric space. and A1, A2 :
X → X two operator such that.:

(i) Ai is ci−WPO, i = {1, 2} ;
(ii) ∃ η > 0 s. t.: d (A1(x), A2(x)) ≤ η, ∀x ∈ X

Then:
H (FA1 , FA2) ≤ η ·max {c1, c2} ,

where H is Hausdorff-Pompeiu metric on P (X).

Using Theorem 4.1 we can give two data dependence of the fixed point set results.

Theorem 4.2. Let (X, d) be a complete metric space, f1, f2 : Xk → X. Suppose that
(i) ∃ ϕ, φ : Rk

+ → R+ k-dimensional (c)-comparison functions such that.:

d (f1 (f1(x̄), . . . , f1(x̄)) , f1(x̄)) ≤ ϕ (d(x1, f1(x̄)), . . . , d(xk, f1(x̄)))

d (f2 (f2(x̄), . . . , f2(x̄)) , f2(x̄)) ≤ φ (d(x1, f2(x̄)), . . . , d(xk, f2(x̄)))

x̄ = (x1, . . . , xk) ∈ Xk;
(ii) ∃ ϕ1, ϕ2 : R5k

+ → R+ continuous function such that

d (fi(x̄), fi(ȳ)) ≤ ϕi(d(x1, fi(x̄)), . . . , d(xk, fi(x̄)),
d(y1, fi(ȳ)), . . . , d(yk, fi(ȳ)),
d(x1, fi(ȳ)), . . . , d(xk, fi(ȳ)),
d(y1, fi(x̄)), . . . , d(yk, fi(x̄)),
d(x1, y1), . . . , d(xk, yk)),

∀ x̄ = (x1, . . . , xk), ȳ = (y1, . . . , yk) ∈ Xk, i = {1, 2} ;

(iii) for r ∈ R+, if: r ≤ ϕi


0, . . . , 0︸ ︷︷ ︸

k

, r, . . . , r︸ ︷︷ ︸
2k

, 0, . . . , 0︸ ︷︷ ︸
2k


 then r = 0, i = {1, 2} ;

(iv) there exists η > 0 such that:

d (f1 (x, . . . , x) , f2 (x, . . . , x)) ≤ η,

for all x ∈ X.

Then:
H

(
Ff̃1

, Ff̃2

)
≤ η ·max

{
τ1
d(x,f̃1(x))

, τ2
d(x,f̃2(x))

}

where
τ1
d(x,f̃1(x))

= sup
{

t : t− ϕ(t, ..., t) ≤ d(x, f̃1(x))
}

,

τ2
d(x,f̃1(x))

= sup
{

t : t− φ(t, ..., t) ≤ d(x, f̃2(x))
}

.
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Proof. Conditions (i)-(iii) implies that f1, f2 are c-WPO with c1 = τ1
d(x,f̃1(x))

and

c2 = τ2
d(x,f̃1(x))

and from condition (iv) and Theorem 4.1 we obtaine the conclusion of
this theorem.¤
Theorem 4.3. Let (X, d) be a complete metric space, f1, f2 : Xk → X . Suppose
that ∃ ϕ1, ϕ2 : Rk

+ → R+ such that.:
(i) ϕi are k-dimensional (c)-comparison functions, i = {1, 2}, with ψ1, ψ2 positive

semihomogeneouse, where

ψi(r) = ϕi (r, . . . , r) , i = {1, 2} ;

(ii) ∀ x0, . . . , xk−1, xk ∈ X, i = {1, 2} , we have

d (fi(x0, . . . , xk−1), fi(x1, . . . , xk)) ≤
≤ ϕi (d(x0, x1), . . . , d(xk−1, xk)) ;

(iii) ∀ r ∈ R+, i = {1, 2} , we have:

ϕi (r, 0, . . . , 0) + ϕi (0, r, 0, . . . , 0) + . . . + ϕi (0, . . . , 0, r) ≤ ϕi (r, . . . , r) ;

(iv) there exists η > 0 such that:

d (f1 (x, . . . , x) , f2 (x, . . . , x)) ≤ η,

for all x ∈ X.

Then:

d (x∗1, x
∗
2) ≤ η ·max

{ ∞∑

i=0

ψi
1 (1) ,

∞∑

i=0

ψi
2 (1)

}
,

where Ff1 = {x∗1}, respectively Ff2 = {x∗2}.

Proof. Conditions (i)-(iii) implies that f1, f2 are c-PO with c1 =
∞∑

i=0

ψi
1 (1) and

c2 =
∞∑

i=0

ψi
2 (1) and from condition (iv) and Theorem 4.1 we obtaine the conclusion of

this theorem.¤

5. Applications

In this section we present the most used corollaries of the abstract fixed point
theorems in proving the existence and uniqueness of the solution for integral equations
and differential equations.

Corollary 5.1. Let (X, d) be a complete metric space and f : Xk → X such that

there exist qi ∈ R+, i = 1, k, with α =
k∑

i=1

qi < 1, such that:

d (f(x̄), f(ȳ)) ≤
k∑

i=1

qid(xi, yi),

for any x̄ = (x1, . . . , xk), ȳ = (y1, . . . , yk) ∈ Xk. Then
(a) the operator f̃ : X → X, defined by (3), is a Picard operator , ( Ff = {x∗});
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(b) the sequence (yn)n∈N , defined by (1), is convergent, yn → x∗, n → ∞, and
we have:

d (yn, x∗) ≤ αn

1− α
· d0,

for any arbitrary x̄ = (x1, . . . , xk) ∈ Xk where d0 =
max {d (x0, x1) , . . . , d(xk−1, xk)};

(c) f̃ : X → X is a c-Picard operator with the constant: c = 1
1−α ;

(d) the operator Af : Xk → Xk, defined by (4), is a Picard operator and we have:

d (xn, x∗) ≤ k · d0 · α[n
k ]

1− α
,

where (xn)n∈N is defined by (2), and ;
(e) the operator Af : Xk → Xk is a c-Picard operator with the constant c =

k · 1
1−α .

Proof. The conclusion can be obtained from Theorem 3.1 for

ϕ2 (r1, ..., r5k) =
k∑

i=1

qir4i+1.

Here

(r1, ..., r5) =
k∑

i=1

qiri.

The functions ϕ1 and ϕ2 satisfy the condition (i)-(iv) from the Theorem 3.1 and
therefore we have the conclusion.¤
Corollary 5.2. Let (X, d) be a complete metric space and f : Xk → X such that

there exist qi ∈ R+, i = 1, k, with α =
k∑

i=1

qi < 1 such that:

d (f(x0, . . . , xk−1), f(x1, . . . , xk)) ≤
k∑

i=1

qid(xi−1, xi),

for any x0, x1, . . . , xk ∈ X. Then
(a) the operator f̃ : X → X, defined by (3), is a Picard operator , ( Ff = {x∗});
(b) the sequence (yn)n∈N , defined by (1), is convergent, yn → x∗, n → ∞, and

we have:

d (yn, x∗) ≤ αn+1

1− α
· max

i=1,k
{d (xi, f(x̄))} ,

for any arbitrary x̄ = (x1, . . . , xk) ∈ Xk;
(c) f̃ : X → X is a c-Picard operator with the constant: c = 1

1−α ;
(d) the operator Af : Xk → Xk, defined by (4), is a Picard operator and we have:

d (xn, x∗) ≤ k · d0 · α[n
k ]

1− α
,

where (xn)n∈N is defined by (2), and d0 = max {d (x0, x1) , . . . , d(xk−1, xk)};
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(e) the operator Af : Xk → Xk is a c-Picard operator with the constant c =
k · 1

1−α .

Proof. The conclusion can be obtained from Theorem 3.2 for

ϕ (r1, ..., rk) =
k∑

i=1

qiri.

The function ϕ satisfies the condition (i)-(iii) from the Theorem 3.2 and thus we have
the conclusion.¤
Remark 5.1. In Corollaries 5.1 and 5.2 we can replace the ”sum” condition with
the ”max” condition, i.e.

d (f(x̄), f(ȳ)) ≤ α · max
i=1,k

{d(xi, yi)}

and
d (f(x0, . . . , xk−1), f(x1, . . . , xk)) ≤ α · max

i=1,k
{d(xi−1, xi)} ,

and we will obtaine the same theorems.
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[9] M. A. Şerban, Existence and uniqueness theorems for Chandrasekhar’s equation, Mathematica,

Tome 41(64), No. 1, 1999, 91-103.
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