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Abstract. Let us consider the following equation:

$$
\begin{equation*}
\dot{x}(t)-\alpha \dot{x}(t-h)+\beta x(t)+\alpha \gamma x(t-h)=0 . \tag{1}
\end{equation*}
$$

Our main purpose is to obtain necessary and sufficient conditions for oscillation of all solutions of (1) where $\alpha, \beta, \gamma$ and $h>0$.
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## 1. Introduction

Electrical networks containing loss less transmission lines arise, for instance, in high speed computers, where such lines are used to interconnect switching circuits (see [2], [11]). Since these networks can exhibit oscillatory behavior, it is naturally to seek conditions guaranteeing oscillations of all solutions of the modelling equation.

In this paper we consider a particular circuit consisting of a loss less transmission line terminated by lumped circuits, one of which is nonlinear, with a volt-ampere characteristic $i=g(\nu)$. This circuit is described in $[1,8]$ and the modelling partial differential network equations

$$
L \frac{\partial i}{\partial t}=-\frac{\partial \nu}{\partial x}, \quad C \frac{\partial \nu}{\partial t}=-\frac{\partial i}{\partial x}, \quad 0<x<1, \quad t>0
$$

with boundary conditions

$$
E-\nu(0, t)-\operatorname{Ri}(0, t)=0, C \frac{\partial \nu(1, t)}{\partial t}=i(1, t)-f(\nu(1, t))
$$

are derived and reduced to a single difference-differential equation of neutral type

$$
\begin{gather*}
C\left[\nu_{1}^{\prime}(t)+K \nu_{1}^{\prime}(t-h)\right]+\left(\frac{1}{z}-g\right) \nu_{1}(t)-K\left(\frac{1}{z}+g\right) \nu_{1}(t-h)= \\
=-f\left(\nu_{1}(t)\right)-K f\left(\nu_{1}(t-h)\right. \tag{NDDE}
\end{gather*}
$$

where $\nu_{1}=\nu(x, t)$ at $x=1, \nu_{0}=\nu(x, t)$ at $x=0, z=\sqrt{\frac{L}{C}}, h=2 \sqrt{L C}, K=$ $\frac{R-z}{R+z}, g=\frac{d f\left(\nu_{0}\right)}{d \nu_{0}}$.

As in the theory of ordinary differential equations it is important to analyze the characteristic equation of the system linearized around the equilibrium solution. In our case the linearized equation is

$$
\begin{equation*}
L\left(\nu_{1}\right) \equiv C\left[\dot{\nu}_{1}(t)+K \dot{\nu}_{1}(t-h)\right]+\left(\frac{1}{z}-g\right) \nu_{1}(t)-K\left(\frac{1}{z}+g\right) \nu_{1}(t-h)=0(L D D E) \tag{CE}
\end{equation*}
$$ and the characteristic equation, obtained by substituting $\nu_{1}=e^{\lambda t}, \lambda$ is complex, into $L\left(\nu_{1}\right)=0$ is $q(\lambda) \equiv \lambda-\alpha \lambda e^{-\lambda h}+\beta+\alpha \gamma e^{-\lambda h}=0$ where $\alpha=-K>0, \beta=\frac{1-g z}{C z}>0, \gamma=\frac{1+g z}{C z}>0$. Denoting $\nu_{1}=x$ we study (LDDE) in the form

We note such conditions (in terms of the characteristic equation) have been obtained in [3]-[7], [9], [10], [12] and in the papers cited there. The cited authors consider neutral equations different from and not including the Brayton's equation (1).

## 2. Preliminaries

We say the function $x(t)$ is a solution of equation (1) provided there exists $t_{0} \in R$ such that $x \in C\left(\left[t_{0}-h, \infty\right), R\right), x(t)-\alpha x(t-h)$ is continuously differentiable for $t \geq t_{0}$ and (1) holds for $t \geq t_{0}$. A continuous function is said to be oscillatory if it has arbitrarily large zeros; otherwise it is said to be non-oscillatory. A non-oscillatory two times differentiable function $y(t)$ is said to be $I_{0}$ - function if $y y^{\prime}<0, y y^{\prime \prime}>$ $0, \lim _{t \rightarrow \infty} y(t)=\lim _{t \rightarrow \infty} y^{\prime}(t)=0$ and it is said to be $I_{\infty}$ - function if $y y^{\prime}>0, y y^{\prime \prime}>$ $0, \lim _{t \rightarrow \infty}|y(t)|=\lim _{t \rightarrow \infty}\left|y^{\prime}(t)\right|=\infty$.

In this section we establish some lemmas which will be used in the proof of our main result.

Lemma 1 Let $x(t)$ be a solution of (1) and $a, b, c \in R$. Then each one of the functions $x(t-a), \int_{t-b}^{t-c} x(s) d s, \int_{t}^{\infty} x(s) d s$ is a solution of (1).

The conclusion is a direct consequence of the linearity and homogeneous of (1).
Lemma 2 Let $x(t)$ be a non-oscillatory solution of (1). Then there exists a nonoscillatory solution $\omega(t)$ of (1) which is either $I_{0}$-function or $I_{\infty}$-function.

Proof. Without loss of generality $x(t)$ can be considered eventually positive. Set

$$
\begin{equation*}
u(t)=x(t)-\alpha x(t-h)+\beta \int_{t-h}^{t} x(s) d s \tag{2}
\end{equation*}
$$

and $\omega(t)=u(t)-\alpha u(t-h)+\beta \int_{t-h}^{t} u(s) d s$. By Lemma $1 u(t)$ and $\omega(t)$ are solutions of (1). Since
(3) $\dot{u}(t)=\dot{x}(t)-\alpha \dot{x}(t-h)+\beta x(t)-\beta x(t-h)=-(\alpha \gamma+\beta) x(t-h)<0$
then $u(t)$ is decreasing and thus either $\lim _{t \rightarrow \infty} u(t)=-\infty$ or $\lim _{t \rightarrow \infty} u(t)=l \in R$. But

$$
\begin{equation*}
\dot{\omega}(t)=\dot{u}(t)-\alpha \dot{u}(t-h)+\beta u(t)-\beta u(t-h)=-(\alpha \gamma+\beta) u(t-h) \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\ddot{\omega}(t)=-(\alpha \gamma+\beta) \dot{u}(t-h)>0 \tag{5}
\end{equation*}
$$

In the case when $\lim _{t \rightarrow \infty} u(t)=-\infty$ it follows that $\lim _{t \rightarrow \infty} \dot{\omega}(t)=\infty$ and hence $\omega(t)>0$, i.e. $\omega \dot{\omega}>0$. In view of (5) we have $\omega \ddot{\omega}>0$ and thus $\omega(t)$ is an $I_{\infty}$-function.

In the case when $\lim _{t \rightarrow \infty} u(t)=l \neq 0$ via (4) we get $\lim _{t \rightarrow \infty}[u(t)-\alpha u(t-h)]^{\prime}=-(\alpha \gamma+\beta) l$ and then $l(1-\alpha)=\lim _{t \rightarrow \infty}[u(t)-\alpha u(t-h)]=\left\{\begin{array}{r}\infty, \\ -\infty, \\ l>0\end{array}\right.$, which is a contradiction. Thus $\lim _{t \rightarrow \infty} u(t)=0$.But $\dot{u}(t)<0$ and then $u(t)>0$ and $\dot{\omega}(t)<0$. By definition of $\omega(t)$ it follows $\lim _{t \rightarrow \infty} \omega(t)=0$ and by (5) we obtain that $\omega(t)$ is an $I_{0}$-function. The proof is complete.

Lemma 3 Let $x(t)$ be a non-oscillatory solution of (1). Then:
a) If $x(t)$ is an $I_{0}$-function then there exists a non-oscillatory solution $u(t)$ of (1) which is an $I_{0}$-function and $\bigwedge^{+}(u)=\{\lambda>0: \dot{u}+\lambda u \leq 0\} \neq \emptyset$;
b) If $x(t)$ is an $I_{\infty}$-function then there exists a non-oscillatory solution $\nu(t)$ of (1) which is an $I_{\infty}$-function and $\widehat{\bigwedge}(\nu)=\{\lambda>0:-\dot{\nu}+\lambda \nu \leq 0\} \neq \emptyset$.

Proof. Without any loss of generality $x(t)$ can be considered eventually positive.
a) Define $u(t)$ by (2). According to Lemma $1 u(t)$ is a solution of (1) and from the proof of Lemma $2 u(t)$ is an $I_{0}$-function. From (2) we get
$u(t) \leq x(t)+h \beta x(t-h)<(1+h \beta) x(t-h)$
and using (3) we obtain
$0=\dot{u}(t)+(\beta+\alpha \gamma) x(t-h)>\dot{u}(t)+\frac{\beta+\alpha \gamma}{1+h \beta} u(t)$, i.e. $0<\frac{\beta+\alpha \gamma}{1+h \beta} \in \bigwedge^{+}(u) \Rightarrow \stackrel{+}{\Lambda^{\prime}}(u) \neq \emptyset$.
b) Define $\nu(t)=-u(t)$. According to Lemma $1 \nu(t)$ is a solution of (1). In view of (3) we have $\dot{\nu}(t)=(\beta+\alpha \gamma) x(t-h)>0, \ddot{\nu}(t)=(\beta+\alpha \gamma) \dot{x}(t-h)>0$ and hence, $\nu(t)$ is an $I_{\infty}$-function. From (2) we have
$\nu(t)<\alpha x(t-h)$ and using (3) we get
$0=-\dot{\nu}(t)+(\beta+\alpha \gamma) x(t-h)>-\dot{\nu}(t)+\frac{\beta+\alpha \gamma}{\alpha} \nu(t)$, i.e. $0<\frac{\beta+\alpha \gamma}{\alpha} \in \bar{\bigwedge}(\nu) \Rightarrow$
$\bigwedge(\nu) \neq \emptyset$ which proves the lemma.
Lemma 4 Let $x(t)$ be a non-oscillatory solution of (1). Then:
a) If $x(t)$ is an $I_{0}$-function then $\bigwedge^{+}(x) \neq \emptyset$ and $x(t)>\alpha x(t-h)$;
b) If $x(t)$ is an $I_{\infty}$-function then $\bigwedge^{-}(x) \neq \emptyset$ and $x(t)<(\alpha+1) x(t-h)$.

Proof. Without loss of generality $x(t)$ can be considered eventually positive.
a) From (1) we have $0>\dot{x}(t)+\beta x(t)+\alpha \gamma x(t-h) \geq \dot{x}(t)+(\beta+\alpha \gamma) x(t)$ and thus $\bigwedge^{+}(x) \neq \emptyset(\lambda=\beta+\alpha \gamma)$. Again from (1) we have $0>\dot{x}(t)-\alpha \dot{x}(t-h)$ and integrating from $t$ to $\infty$ we get $-\alpha x(t-h)>-x(t)$ since $\lim _{t \rightarrow \infty} x(t)=0$. Then $x(t)>\alpha x(t-h)$.
b) Now from (1) we have $0>-\alpha \dot{x}(t-h)+\beta x(t) \geq-\alpha \dot{x}(t)+\beta x(t)$ and thus $\bar{\bigwedge}(x) \neq \emptyset\left(\lambda=\frac{\beta}{\alpha}>0\right)$. Again from (1) we have $0>\dot{x}(t)-\alpha \dot{x}(t-h)$ and integrating from $t-h$ to $t$ we get $\alpha x(t-h)-\alpha x(t-2 h)>x(t)-x(t-h)$, i.e. $x(t)<(\alpha+1) x(t-h)$. This proves the lemma.

Lemma 5 a) If $x(t)$ is an $I_{0}$-function and $x(t)>M x(t-h)$ for some $M, h>0$ then the solution $\lambda_{0}>0$ of the equation $e^{-\lambda_{0} h}=M$ is an upper bound of $\Lambda^{+}(x)$;
b) If $x(t)$ is an $I_{\infty}$-function and $x(t)<M x(t-h)$ for some $M, h>0$ then the solution $\lambda_{0}>0$ of the equation $e^{\lambda_{0} h}=M$ is an upper bound of $\bigwedge^{-}(x)$.

The proof is the same as the proof of Lemma 5 [7].

## 3. Main Results

THEOREM 1 Necessary and sufficient condition for existence at least one nonoscillatory solution of equation (1) is that its characteristic equation (CE) has a real root.

Proof. Sufficiency. Assume (CE) has a real root $\lambda$. Then we directly check that $x(t)=e^{\lambda t}$ is a solution of (1), which is non-oscillatory.

Necessity. Assume, conversely, that there exists a non-oscillatory solution of equation (1) and, for the sake of contradiction, (CE) has no real roots. Then $q(\lambda) \neq 0$ for any $\lambda \in R$. But $\lim _{\lambda \rightarrow \infty} q(\lambda)=\infty$ thus $\inf _{\lambda \in R} q(\lambda)=m>0$ i.e. $q(\lambda) \geq m$ and $q(-\lambda) \geq m$ which is equivalent to

$$
\begin{equation*}
-\lambda+\alpha \lambda e^{-h \lambda}-\beta-\alpha \gamma e^{-h \lambda} \leq-m \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda-\alpha \lambda e^{h \lambda}-\beta-\alpha \gamma e^{h \lambda} \leq-m \tag{7}
\end{equation*}
$$

According to Lemma 2 (1) also has a non-oscillatory solution $x(t)$ which is either $I_{0}$-function or $I_{\infty}$-function. Without any loss of generality we can suppose $x(t)>0$ for $t \geq t_{1} \geq t_{0}$. We consider two cases:
a) The case where $x(t)$ is an $I_{0}$-function. According to Lemma $4 \stackrel{+}{\bigwedge^{\prime}}(x) \neq \emptyset$ and $x(t)>\alpha x(t-h)$. Then according to Lemma $5 \stackrel{+}{\bigwedge^{\prime}}(x)$ is bounded above by $\lambda_{0}>0$ non-depending on $x$. Let $\bar{\lambda} \in \bigwedge^{+}(x)$ and consider the function

$$
\begin{equation*}
u(t)=x(t)-\alpha x(t-h)+\int_{t}^{\infty} x(s) d s \tag{8}
\end{equation*}
$$

According to Lemma $1 u(t)$ is a solution of (1) and according to Lemma $3 u(t)$ is an $I_{0}$-function. Denote by $\varphi(t)=e^{\lambda t} x(t)$ for $\lambda \in \stackrel{+}{\bigwedge}(x)$ with $\lambda \geq \bar{\lambda}$. We will show $\lambda+m_{1} \in \stackrel{+}{\bigwedge}(u)$ where $m_{1}=m / N_{1}$ for $N_{1}=1+\frac{1}{\bar{\lambda}}>0$. Since $\lambda \in \stackrel{+}{\Lambda}(x)$ we obtain $\varphi(t)$ is non-increasing. Integrating $\dot{x}(t)+\lambda x(t) \leq 0$ from $t$ to $\infty$ and using $\lim _{t \rightarrow \infty} x(t)=0$ we get $-x(t)+\lambda \int_{t}^{\infty} x(s) d s \leq 0$.

On the one hand side via (8), (1), definition of $\varphi(t)$ and (7) we get

$$
\begin{aligned}
& \dot{u}(t)+\lambda u(t)=-\alpha \gamma x(t-h)-\beta x(t)-x(t)+\lambda\left[x(t)-\alpha x(t-h)+\int_{t}^{\infty} x(s) d s\right] \leq \\
& \leq e^{-\lambda t} \varphi(t)\left[-\alpha \gamma e^{\lambda h}-\beta+\lambda-\lambda \alpha e^{\lambda h}\right] \leq-m x(t) .
\end{aligned}
$$

On the other hand side from (8) in view of definition of $\varphi(t)$ we have

$$
\begin{aligned}
u(t) & \leq e^{-\lambda t}-\frac{1}{\lambda}\left[\left.e^{-\lambda s} \varphi(s)\right|_{t} ^{\infty}-\int_{t}^{\infty} e^{-\lambda s} \dot{\varphi}(s) d s\right]< \\
& <e^{-\lambda t} \varphi(t)\left(1+\frac{1}{\lambda}\right)<N_{1} x(t)
\end{aligned}
$$

Then

$$
\dot{u}(t)+\left(\lambda+m_{1}\right) u(t) \leq-m x(t)+m_{1} N_{1} x(t)=\left(-m+m_{1} N_{1}\right) x(t)=0
$$

i.e. $\quad \dot{u}(t)+\left(\lambda+m_{1}\right) u(t) \leq 0$ and hence $\lambda+m_{1} \in \stackrel{+}{\bigwedge}(u)$.

Now set $x_{0} \equiv x, x_{1}=T x_{0}=u, x_{2}=T x_{1}, \ldots, x_{n}=T x_{n-1}, n \in N$. Thus ${ }_{\wedge}^{+}(x) \equiv$ $\bigwedge^{+}\left(x_{0}\right)$ and for $\lambda \in \bigwedge^{+}\left(x_{0}\right)$ we have $\lambda+m_{1} \in \bigwedge^{+}\left(x_{1}\right)$ and after $n$ steps we obtain $\lambda+n m_{1} \in \stackrel{+}{\bigwedge}\left(x_{n}\right), n \in N$,
which is a contradiction since $\lambda_{0}$ is a common upper bound for all ${ }_{\bigwedge}^{+}\left(x_{n}\right)$. This completes the proof in case a).
b) The case where $x(t)$ is an $I_{\infty}$-function. According to Lemma $4 \bigwedge(x) \neq \emptyset$ and $x(t)<(\alpha+1) x(t-h)$. Then according to Lemma $5 \bar{\bigwedge}(x)$ is bounded above by $\lambda_{0}>0$ non-depending on $x$. Let $\underline{\lambda} \in \bar{\bigwedge}(x)$. Consider the function

$$
\begin{equation*}
\nu(t)=-x(t)+\alpha x(t-h)+\int_{t_{0}}^{t-h} x(s) d s, t \geq t_{1} \geq t_{0}+h \tag{9}
\end{equation*}
$$

According to Lemma $1 \nu(t)$ is a solution of (1) and according to Lemma $3 \nu(t)$ is an
$I_{\infty}$-function. Denote by $\varphi(t)=e^{-\lambda t} x(t)$, for $\lambda \in \bar{\bigwedge}(x)$ and $\lambda \geq \underline{\lambda}$. We will show $\lambda+m_{2} \in \bar{\bigwedge}(\nu)$ where $m_{2}=\frac{m}{N_{2}}$ for $N_{2}=\left(\alpha+\frac{1}{\underline{\lambda}}\right) e^{-\underline{\lambda} h}$.

Since $\lambda \in \bar{\bigwedge}(x)$ we obtain $\varphi(t)$ is non-decreasing. Integrating $-\dot{x}(t)+\lambda x(t) \leq 0$ from $t_{0}$ to $t-h$ we get $0 \geq-x(t-h)+x\left(t_{0}\right)+\lambda \int_{t_{0}}^{t-h} x(s) d s \geq-x(t-h)+$ $\lambda \int_{t_{0}}^{t-h} x(s) d s$.

On the one hand side

$$
\begin{gathered}
\lambda \int_{t_{0}}^{t-h} e^{\lambda s} \varphi(s) d s=\int_{t_{0}}^{t-h} \varphi(s) d e^{\lambda s}= \\
=\left.e^{\lambda s} \varphi(s)\right|_{t_{0}} ^{t-h}-\int_{t_{0}}^{t-h} e^{\lambda s} \dot{\varphi}(s) d s<e^{\lambda t-\lambda h} \varphi(t-h)
\end{gathered}
$$

and then
$\nu(t)=-e^{\lambda t} \varphi(t)+\alpha e^{\lambda t-\lambda h} \varphi(t-h)+\int_{t_{0}}^{t-h} e^{\lambda s} \varphi(s) d s \leq e^{\lambda t} \varphi(t-h)\left(\alpha e^{-\lambda h}+\frac{e^{-\lambda h}}{\lambda}\right) \leq$ $N_{2} e^{\lambda t} \varphi(t-h)$.

On the other hand side

$$
\begin{gathered}
-\dot{\nu}(t)+\lambda \nu(t)=-\alpha \gamma x(t-h)-\beta x(t)-x(t-h)-\lambda\left[x(t)-\alpha x(t-h)-\int_{t_{0}}^{t-h} x(s) d s\right] \leq \\
\leq-(\alpha \gamma-\alpha \lambda) e^{\lambda t-\lambda h} \varphi(t-h)-(\beta+\lambda) e^{\lambda t} \varphi(t) \leq \\
\leq e^{\lambda t} \varphi(t-h)\left[-\alpha \gamma e^{-\lambda h}-\beta-\lambda+\lambda \alpha e^{-\lambda h}\right] \leq \\
\leq-m e^{\lambda t} \varphi(t-h)
\end{gathered}
$$

via (9), (1), definition of $\varphi(t)$ and (6). Then $-\dot{\nu}(t)+\left(\lambda+m_{2}\right) \nu(t) \leq-m e^{\lambda t} \varphi(t-h)+m_{2} N_{2} e^{\lambda t} \varphi(t-h)=\left(-m+m_{2} N_{2}\right) e^{\lambda t} \varphi(t-h)=0$
i.e. $\quad-\dot{\nu}(t)+\left(\lambda+m_{2}\right) \nu(t) \leq 0$ and hence $\lambda+m_{2} \in \bar{\bigwedge}(\nu)$. As in the case a) we are led to contradiction.

The proof of the theorem is complete.
THEOREM 2 Necessary and sufficient condition for oscillation of all solutions of equation (1) is that its characteristic equation (CE) has no real roots.

Proof. Sufficiency. Assume (CE) has no real roots. If there exists a non-oscillatory solution of equation (1) then by Theorem1 we directly see (CE) has a real root, which is a contradiction.

Necessity. Let all solutions of equation (1) be oscillatory. Assume, conversely, that the characteristic equation (CE) has a real root. Then $x(t)=e^{\lambda t}$ is a solution of (1), which is non-oscillatory. This contradiction proves the theorem.

## 4. Conclusions and examples

Now we obtain sufficient conditions in terms of the coefficients and arguments only for the oscillation of solutions of (1). The advantage of working with such conditions rather than the characteristic equation (CE) is that the said conditions are explicit, while determining whether or not a real root to (CE) exists is a problem in itself.

COROLLARY 1 If $\beta+\alpha \gamma \geq \frac{1}{h} \ln \frac{1}{\alpha}$ then (1) has no non-oscillatory solution, which is an $I_{0}$-function.

Proof. Assume, conversely, that there exists a non-oscillatory solution $x(t)$ which is an $I_{0}$-function. Without any loss of generality we suppose $x(t)>0$ for $t \geq t_{1} \geq t_{0}$. According to the proof Lemma $4 x(t)>\alpha x(t-h)$ and according to Lemma $5 \lambda_{0}=$ $\frac{1}{h} \ln \frac{1}{\alpha}$ is an upper bound of the set $\bigwedge_{\Lambda}^{+}(x)$. Then $\lambda>\lambda_{0}$ for any $\lambda \in \stackrel{+}{\bigwedge^{\prime}}(x)$ which contradicts to the condition of Corollary 1 for $\lambda=\beta+\alpha \gamma \in \bigwedge^{+}(x)$. The corollary is just proved.

COROLLARY 2 If $\frac{\beta}{\alpha} \geq \frac{1}{h} \ln (1+\alpha)$ then (1) has no non-oscillatory solution, which is an $I_{\infty}$-function.

The proof is similar to the proof of Corollary 1 and we omit it.
REMARK. It is easy to see that if there exists a bounded non-oscillatory solution of (1) this solution is an $I_{0}$-function and if there exists a unbounded non-oscillatory solution of (1) this solution is an $I_{\infty}$-function. Consequently, if there do not exist nonoscillatory solutions of (1), which are either $I_{\infty}$ - or $I_{0}$ - functions, then all solutions of (1) oscillate.

EXAMPLE. Consider equation (LDDE) in the case where $z=25$ ohms, $C=10$ p.f., $g=.01$ mho., $h=500$ n.s., $R=5.4$ (3.5) ohms. Then $\beta=.003, \gamma=.005, \alpha=$ .648(.754).

Since $h(\beta+\alpha \gamma)=3.12(3.36)$ and $\ln \frac{1}{\alpha}=.3186(.2820)$ the condition of Corollary 1 holds and according to this corollary equation (1) has no non-oscillatory solutions, which are $I_{0}$-functions. But $\frac{h \beta}{\alpha}=2.3148(1.9893)$ and $\ln (1+\alpha)=.4994(.5618)$ and according to Corollary 2 equation (1) has no non-oscillatory solutions, which are $I_{\infty^{-}}$ functions. So, according to Remark, all solutions of equation (1) are oscillatory, which confirmed the Brayton's result [3].
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